DOCUMENT RESUME

ED 212 010 Cs 503 730

TITLE Speech Research: A Report on the Status and Progress
of Studies on the Nature of Speech, Instrumentation
for Its Investigation, and Practical Applications,
July l1-December 31, 1981. Status Report 67/68.

INSTITUTION Haskins Labs., New Haven, Conn.

SPONS AGENCY National Institutes of Health (DHEW), Bethesda, Md.:
National Inst. of Child Health and Human Development
(NIH), Bethesda, Md.; National Inst. of Education
(ED), washington, D.C.; National Inst. of
Neurological and Communicative Disorders and Stroke
(NIH), Bethesda, Md.; National Science Foundation,
Washington, D.C.

.

PUB DATE 81

CONTRACT NICHHD-NO1-HD-1-2420

GRANT NICHHD-HD-01994; NIE-G-80-0178; NIH-RR-J05596;
NINCDS-NS13870; NSF-MCS79-16177

NOTE - 275p.

EDRS PRICE MFO01/PCll Plus Postage.

DESCRIPTORS *Acoustics; *Articulation (Speechf}\COmmunication

(Thought Transfer); *Communication Research;
Consonants; Context Clues; Hearing Impairments:
Language Acquisition; Perception; Perceptual Motor
Learning; Phoneme Grapheme Correspondence;
*Phonetics; Reading; Sign Language; Silent Reading;
*Speech Communication; Vowels .

ABSTRACT .

As one of a regular series, this report focuses on
the status and progress of studies on the nature of speech,
instrumentation for its investigarion, and practical applications.
Drawn from the period cf July 1 to December 31, 1981, the 15
manuscripts cover the following togics: (1) phonetic trading
relations and context effects; (2) temporal patterns of
coarticulation; (3) temporal constraints on anticipatory
coarticulation; (4) the phonetics of top-consonant saquences; (5)
impaired speech production of hearing-impaired speakers; (6)
specialized processes of phonetic perception; (7) reading, prosody,
and orthography; (8) children's memory for recurring linguistic end
nonlinguistic material in relation to reading ability; (9) phonetic

—and auditory trading relations between acoustic cues in speech
perception; (10) production-perception of phonetic contrast during
phonetic change; (11) decay of auditory memory in vowel
discrimination; (12) phonetic structure and meaning; (13) ecological .
acoustics; (14) linguistic conventions and speech-sign relationghips;
and (15) fricative-stop coarticulation. (RL)

***********************************Q***********************t***********

* Reproductions supplied by EDRS are the best that can be made
* . from the original document.

********t**************************************************************

*
*




ED212010

T QSS03730

B

US. DEPARTMENT OF BIVCATION
NATIONAL INSTITUTE OF EDUCATION
EDUCATIONAL RESOURCES INFORMATION
CENTER (CRIC)

The document has been reproduced s SR-67/68 (1981)

recoved from the POMION Of OFQANZAtON
\ onginating it
\ {1 Minor changes have besn made to improve
A reproduction quakty

® Pounts of view nr opswons stated in thus docu
ment do not necessanly represent official Ni€
posItion of pokcy

Status Report on

SPEECH RESEARCH

A Report on
the Status and Progress of Studies on
the Nature of ' Speech, Instrumentation
for its Investigation, and Practical
Applications

1 July - 31 December 1981

Haskins lLaboratories
270 Crown Street
New Haven, Conn. 06510

3

Distribution of this document is unlimited.

-

(This document contains no information not freely available to the
general public. Haskins Laboratories distributes it primarily for
library use. Copies are available from the National Technical

Information Service or the ERIC Document Reproduction Service.
the Appendix for order numbers of previcus Status Reports.)

 ob

See




. SR-67/68 (1981)
(July-December)

ACKNOWLEDGMENTS

The research reported here was made possible in part by support
from the following sources

National Institute of Child Health and Human Development
: Grant HD-01994
. Grant HD-05677

National Institute of Child Health and Human Development
Contract NO1-HD-1-2420

National Institutes of Health
Biomedical Research Support Grant RR-05596

National Science Fouandation
Grant MCS79-16177
srant PRF8006144

‘ant BNS-8111470

National I e of Neurologi:al and Communicative
Disord. ad Stroke
Grant NS13870
Grant NS13617.

National Institute of Education
Grant G-80-0178

iid




SR-67/68 (1981)
(July-December)
HASKINS LABORATORIES

Personnel in Speech -Research

Alvin M. Liberman,* President and Research Director
Franklin S. Cooper,* Associate Research Director
Patrick W. Nye, Associate Research Director
Raymond C. Huey, Treasurer
Alice Dadourian, Secretary

Investigators

Technical and Support Staff Students®

Suzanne Boyce
Tova Clayman

Steven Eady -
Jo Estill

Eric L. Andreasson
Margo Carter

Elizabeth P. Clark
Vincent Gulisano

Arthur S. Abramson®
Peter Alfonso®
Cinzia Avesani?
Thomas Baer

Fredericka Bell-Bertit®
}~Catherine Best®
Gloria J. Borden®

Donald Hailey
Terry Halwes
Sabina D. Koroluk

Bruce Martin

Agnes M, McKeon
Nancy O'Brien
Marilyn K. Parneill
Susan Ross*

william P. Scully
Richard S. Sharkany
Leonard Szubowicz

Edward R. Wiley
David Zeichner

Susan Brady*

Giuseppe Cossu3

Robert Crowdert®

Carol A. Fowler®

Louis Goldstein®

Vicki Hanson

Katherine S. Harris#*
Alice Healy®

Kiyoshi Hondal

Leonard Katz*

J. A. Scott Kel=so
Andrea G. Levitt® +
Isabelle {. Liberman®
Leigh Lisker®

Virginia Mann#

Charles Marshall
Ignatius G. Mattingly®
Nancy S. McGarr®
Lawrence J. Raphael®
Bruno H. Repp

Philip E. Rubin

Elliot Saltzman

Donald P. Shankweiler®
Michael Studdert-Kennedy®
Betty Tillert®

Michael T. Turvey®*
Mario Vayral

Robert Verbrugge®

AN

*Part-time
JVisiting from University of Tokyo, Japan
“Visiting from Scuola Normale Superiore, Pisa, Italy

Laurie B. Feldman
Carole E. Gelfer
Janette Henderson
Charles Hoequist
Robert Katz

Peter Kugler
Gerald Lame
Anthony Levas
Harriet Magen
Sharon Manuel
Suzi Pollock

Brad Rakerd
Daniel Recasens
Rosemarie Rotunno
Hyla Rubin

Judith Rubin
Arnold Shapiro
Suzanne Smith
Rosemary Szczesiul
Douglas Whalen
Deborah Wilkenfeld
David Wiliiams

3Visiting from Istituto Di Neuropsichiatria Infantile, Sassiri, Italy




I.

SR-67/68 (1981)
(July-December)

CONTENTS

Manuscripts and Extended Reports

Phonetic trading relations and context effects:
New experimental evidence for a speech mode
of perception--Bruno H. Repp

Temporal patterns of coarticulation: Lip rounding--
Fredericka Bell-Berti and Katherine S. Harris

Temporai constraints on anticipatory coarticulation--
Carole E. Gelfer, Katherine S. Harris, and Gary Hilt

Is a stop consonant relzased when followed by another
stop consonant? Janette B. Henderson and Bruno H. Repp

Obstruent production by hearing-impaired speakers:
Interarticulator timing and acoustics--
Nancy S. McGarr and Anders LBfgvist

On finding that speech is special--Alvin M. Liberman
Reading, prosody, and orthography--Déborah Wilkenfeld

Childrea's memory for recurring linguistic and nonlinguistic
material in relation to reading ability--Isabelle Y. Liberman,

Virginia A, Mann, Donald Shankweiler,-and Michelle Werfelman

Phonetic and auditory trading relations between acoustic cues
in speech perception: Preliminary results--Bruno H. Repp

Production and perception of phonetic contrast during
pronetic change--Paul J. Costa and Ignatius G. Mattingly

Decay of auditory memory in vowel discrimination--
Robert G. Crowder

The emergence of phonetic structure--Michael Studdert-Kennedy
]

Auditory information for breaking and bouncing events:

A case study in ecological acoustics--

William H. Warren, Jr. and Robert R. Verbrugge

Speech and sign: Some comments from the event perspective.
Report for the Language Work Group of the First
International cConference on Event Perception--

Carol Fowle:r ond Brad Rakerd

Fricative-siop coarticulation: Acoustic and perceptual
evidence--Bruno H. Repp and Virginia A. Mann

vii

]

ee o0 e

2000 0

e 030 00

41

57

T

83

107

145

155

165

191

197

217

223

241

255




II. Publications ...269

S
III. Appendix: DTIC and ERIC numbers (SR-21/22 - SR-67/68)  ...... 271

vifii




I. MANUSCRIPTS AND EXTENDED REPGRTS

{x




PHONETIC TRADING RELATIONS AND CONTEXT EFFECTS:
NEW EXPERIMENTAL EVIDENCE FOR A SPEECH MODE OF PERCEPTIUN®

Bruno H. HRepp

Abstract. This article reviews a variety of experimental findings,
most of them obtained in the last few years, that show that the
perception of phonetic distinctions relies on a multiplicity of
acoustic cuves and is sensitive to the surrounding context in very
specific ways. Nearly all of these effects have correspondences in
speech production, and they are readily explained by the assumption
that listeners make continuous use of their tacit knowledge of
speech patterns. A general auditory theory that does not make
reference to the specific origin arJ function of speect can, at
best, handlie only a small portion of the wealth of phenomena
reviewed here. Special emphasis is placed on several recent studies
that obtained different patterns of results depending on whether
identical stimuli were perceived as speech or a3 nonspeech. These
findings provide strong empirical evidence for the existence of a
special speech mode of perception.

INTRODUCTION

Speech 13 a specifically human capacity. Just as humans are uniquely
enabled to produce the complex stream of sound called s)eech, one might
suppose that they make use of special perceptual mechanisms to decode this
complex signal. Of course, 3ince speech is remarkably different from all
other envjronmental sounds, it is highly likely that there are perceptual and
cognitive processes that occur only when speech is the input. Otherwiase,
speech simply would not be perceived as what it is. To make sense, the
question of whether speech perception is different from other forms of
perception is best reatricted to those aspects of speech that are not
obviously unique, e.g., to its being an acoustic signal that can be described
in the same physical terms as other environmental sounds. Then the question
may be raised whether the perceptual translation of this acoustic signal into
the sequence of discrete linguistic units that we experience (i.e., phonetic
perception) requires the assumption of special mechanisms, or whether it can
be reduced to a combination of auditory processes known to be invclved also in

%A revised version is to appear !n Psychological Bulletin.

Acknowledgment. Preparation of this paper was 3supported by NICHD Grant
HDO1994 and BRS Grant RR0559% to Haskins Laboratories. Valuable comments on
an earlier draft were obtained from Carol Fowler, Alvin Liberman, Michael
Studdert-Kennedy, Janet Werker, and an anonyﬁBus reviewer. My intellectual
debt to Alvin Liberman must be evident throughout the paper. .
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Aruitoxt provided by Eic:

Lhe perception and anterpretation o nonspeech $ounds. tven this modest
question,  however | presuppodes Lhat the lingulstic rcategories applied by a
itlgtener, even whough they gre appropriate only for speech, are not unlque 1n
any essentlal sgense but ratner nan bLe yviewed a3 labels applied to 3pecifir
auditlory patterns. Thig assumption 13 probably wrong, but it must te granted
now for tne argument Lo proceed,

fhe precise nature of the procezses gnd mechanisms that s.uapport phonetic
perception has béen the 3ubject of much discussion, A number of speech
researchers hold the view that speech perception i3 special in the sense that
it takes account of the origin of the s3gnal in the act.on of a speaker's
artilculatory system. Tnis general view underliez the well-known motor theory
of speech perception (e.g., Liverman, Cooper, Ghankweller, & Studdert-Kennedy,
1967) a3 welil as the theory of analysis-by-synthesis (Halle & Stevens, 1959).
Mure recently, 1t has been fertilized and augmented by ideas derived from
Gib3onts (14966, theory of event perception {(see, e.g., Bailey & Summerfield,
198G, Neisser, 1976; Tummerfield, 1379), which postulates that all perception
13 directed towards the source of stimulation. whiie, in the Gibsonian
framework, 3peech ,erception 15 not 3een a3 baaically different from the
perception f other auditory (and visual) events, the ¢c'ecial nature of the
source (the human vocal tract) i3 acknowledged and emphasized. In this view,
speech per-eption 13 3pecial because the source of 3speech 13 special. There
are otner researchers, however, who would concur only with the second half of
that statement {the 3pecial nature of the Ssource), not with the firat, They
pursue the nypothesis that the processes 1nvolved in 3peech perception are
e3sentially the 3ame as those that support the .auditory perception of
nonspeech 3scunds, and that they operate without 1mplicit reference to the
3ound-groducing mecnaniasms that generate the apeech sigual. In this view, tue
specifiz complesity of sSpeech perception results merely from the diversity and
the number of elementary auditory processes required to deal with an intri-
cately structured signal (see, e.g., Divenyi, 1979; Kuhl & Miller, 1978;
Pastore, 1481; 3Schouten, 1980; Stevens, 1975). These two views are perhaps
mast clearly qdistinguisned by their different orientations to the evolution of
speech perception: Whereas, according to the first view, special perceptual
precesses evolved hand 1n hand with articulatory capabilities to handle the
complex output of a speaker's vocal tract, the second view assumes that tne
vocal productions of early hominids were fitted 1nto a mold created by the
pre-existing sensitivitieg and limitations of their auditory systems.

Ahich of tnese two views 13 correct 1S, 1n part, an empiricai gquestion
that rests on many possible sources of evidence, including the reacticns to
speech of animal and human 1nfant subjects, traditional laboratory experi-
ments, electrophysiological and clinical observations. 1In this review, I will
focus on a set of recent attempts to demonstrate tre peculiarities of speech
percepti.n in the laboratory, using normal adult human subjects. This kind of
evidence nas been, and continues to be, central to the argument, as it is
easiler to »utain, permits a variety of approaches, and 13 perhaps more readily
interpreted tnar. some of the other research. This is not to deny that some of
the most crucial results will come from 1nfant and animal experiments;
however, this research characteristically lags one step behind the standard
laboratory findings, and studies that extend the latest findings on college
students' perception to other subject populationz’ are just getting under way
a5 tn1s review 13 belny written.
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Less than a decade ago, a rich 3set of experimental data apparently
supported the existence of a special speech mode of perception, distinct from
other kinds of auditory perception. However, within a few years that support
seems to have ail but evaporated. The history of these events will be
summarized and commented upon in the first par* of the present paper. Since
the main purpose of that section is to set the stage for the foliowing review,
mf;treatment of what are compiex and often controversial issues will necessar-
ily be 30cewhat sketchy and lLetray my biases. Ir the second part, new
evidence--nuch of it collected over the last few years--will be reviewed and
discussed, I will <conclude that we have, once again, strong experimental
support for a special phonetic mode of perception.

THE OLD EVIDENCE

In a well-known paper, Wood (1975) listed six laboratory phenomena that,
at that time, seemed to provide strong converging evidence for the existen-e
of special processes 1n 3peech perception. One phenomenon i3 the "phoneme
béundary efrect,” which 18 commonly ;subsumed under the more general term,
caLngrical perception. It is the finding that two Speech stimull are easier
to discriminate when they can be assigned to different linguistic categories
thdn when, though separated by an equivalent physical difference, i hey are
perceived as belonging to the same categorry. A second phenomenon 18 selective
adaptation, the shift of the category boundary on a synthetic speech continuunm
following repeated presentation of one endpoint stimulus. Three other phe~
nomena have to do with hemispheric specialization: the dichotic right-ear
advantage, the right-ear advantage in temporal-order judgments of speech
stimuli, and differences in evoked potentials from the two hemispheres 1in
resabqgg to speech stimu111 A sixth phenomenon concerned asymmetric interfer-
ence between ausitory and phonetic stimulus dimensions 1n a speeded classifi-
catlor task. Many of the findings that Wood referred to under these headings
have been excellentlyv revigwed by Studdert-Kennedy {(1976).

At the time the Wood and Studdert-Kennedy papers were written, all of the
above-named phenomena seem:a to be specific to speech; that is, they were
apparently not obtajned with nonspeech stimuli. However, a few years later,
the picture had changed considerably. Using Wood's enumeration of findings as
their starting point, both Cutting (1978) and Schouten (1980) reviewed more
recent research using the various paradigms and concluded independently that
there was no evidence for a special phonetic mode of perception. After that
statement, the views of these two authors diverge: Cutting, a vigorous
proponent of the Gibsnnian view, -rgues for considering speech perception as
merely one instance of auditory event perception (1.e., the perception of
auditory events other than speech may be as--or nearly as--compliex and special
as speech perception), while >:chorcen, who represents a more narrowly psycho-
physical orientation, states rather bluntly that "speech and non-speech
auditory stimuli are probably perceived in the same way" (p. 71), implying
that all auditory perception rests on the same elementary processes.

The conclusions of both authors reflect their disiliusion over the
failure of a number of experim atal techniques to produce results specific to
speech. Since the relevant evidence has been competently reviewed by them and
by others, I will deal with it only briefly, focusing primarily on its
interpretation.

Iy




Categerical Perception

The "phoneme boundary =ffect” singled out by Wood (1975)--the enhanced
discriminability across the phonetic boundary on a synthetic speech continuum--
is merely one aspect of the complex phenomenon termed categorical perception.
Other aspects are reduced context sengitivity in stimulus categorization and
predictability of discrimination performance from identification scores (Repp,
dealy, & Crowder, 1979). However, these latter two aspects have not been
claimed to be specific to speech,

The speech-specificity of the phoneme boundary effect has been challenged
on the grounds that analogous effects have been demonstrated for a variety of
nonspeech continua: noise-ouzz sequences (Miller, Wier, Pastore, Kelly, &
Dooling, 1676), tone-onset-time (Pisoni, 1977), tone amplitude in the presence
of a reference signal (Pastore, Ahroon, Baffuto, Friedman, Puleo, & Fink,
1977), visual flicker (Pastore et al., 1977), musical intervals (Burns & Ward,
1978), and amplitude rise-time (Cutting & Rosner, i974). The results for the
rise~-time ("p)uck"-"bow") continuum, which have been widely citad and followed
up., and on which Cutting (1978) rested his whole argument, have recently been
claimed to be artifacts due to faulty stimulus construction (Rosen & Howell,
1981), but the other findings appear to be 3olid. However, some of them are
not very su.-prising. If a psychophysical continuum is chosen on which some
kind of threshold 1s known to exist--such as the critical fiicker fusion
threshold--it is obvious that two stimuli from opposite sides of the threshold
will be more discriminablé than two stimuli from the same side. However, it
does not follow that, therefore, the phoneme boundary effect on a speech
continuum is also caused by a psychophysical boundary that happens to coincide
with the pnoneme boundary. The problem is that, in most cases, we have no
good idea of what the psychophysical boundary ought to be. Moreover, a
pnoneme boundary effect may be caused by the phoneme boundary jitself, as
argued below., There are several reasons why the nonspeech studies referred to
above have done relatively little to clarify the issue.

~
-~

First of all only results obtained with nonspeech stimuli t¥rat have
scmething in common with speedh are directly relevant to the question of
whether a specific phoneme boundary falls on top of a psychoacoustic
threshold, For example, the observations on the .licker fusion threshold
(Pastore et al., 1977) cannot have any direct implications for speech
perception. They show that categorical perception can occur in the nonspeech
domain, but they do not prove that the causes are the same as in a particular
speech case. Second, just how much certain nonspea2ch stimuli have in common
with speech stimuli they are intended to emulate is o matter of debate. It is
doubtful', for example, whether the relative onset time of two Sinusoids
(Pisoni, 1977) successfully simulates the distinction between a voiced and a
voiceless stop consonant (=f, Pastore, Harris, & Kaplan, 1981; Pisoai, 1980;
Summerfield, in press), or whether amplitude rise-time has much to do with the
fricative-affricate distinction (Remez, Cutting, & Studdert-Kennedy, 1980).
Third, even those nonspeech continua (such as noise-buzz sequerces) that
appear to copy a speech cue more or less faithfully yield results that, on
closer 1nspeoction, are not in agreement with speech results. For example,
individual listeners in the Miller et al. (1976) study showed boundaries as
short as 4 msec on a noise-buzz continuum, which i3 much shorter than any
boundaries for English~speaking listeners, on the supposedly analogous voice-
onset-time dimension (see, e.g., Zlatin, 1974). Note also that auditory
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_thresholds may shift with extended practice in the laboratory,  while
linguistic boundaries ordinarily do not; this creates a problem for comparing

the locations of the two. Fourth, ant‘_ most significantly, the various
comparisons of categorical perception of speech and supposedly analogous
nonspeech stimuli generzlly "have not taken into account the fact that there
are multiple cues for each phonetic contrast and that perception of one cue,
a8 it were, 1is not independent of the settings of other relevant cues. This
issue, which has received particular attentlon only in the last few years,
will be central to the second. part of the presént paper. Fifth, there are a
variety of other factors that influence_ the locations of phonetic boundaries:
language experience, speaking rate, stress, phonetic context, semantic
factors, and 30 on. It remains to be shown' that psychophysical thresholds are

sensitive to all, or even some, of these variables (or their psychoacoustic -

analogs). Finally, we note that there are examples of ocategory boundary
effects on nonspeech continua -that have nq, obvious psychophysicél boundaries,
viz., for musical intervals (Burns & Ward, 1978; Siegel & Siegel, 1977) or
chords (Blechner, 1977; Zatorre & Halpern, 1979), which suggests that well-
estia’blished categories of non-psychophysical orizin may dominate perception.

b -

i In view of these arguments, one plausible adcount of the phoneme boundéry

effest  remains that it arises from the use of category labels in
discrimination. The best support for this hLypothesis ccmes from studies that
show a change in speech sound discriminability consequent upon a redefinition
of linguistic categories for the same stimuli and the ‘same listeners (e.g8.,
Carden, Levitt, Jusczyk, & Walley, 1981). However, the use of category -iabels
in diaerimi"ation is not unique to speech. The difference between speech and
noﬂspeech in the discrimination paradigm. probably rests on the nature of the
categories: Phonetic categories are not ‘only more deeply engrained than other
categories, but they also bear a specidl relation to the acoustic signul. M
Studdert-Kennedy (1976) has put it, sSpeech sounds "name themselves.”
Therefore, linguistic categories will dominate perception in a discrimination
task to a larger” extent than nonspeech categories that irequently do not even
exist pre-experircntally and, in those cases, merely serve to bisect the
stimulus range., In addition, the acoustic distinctions underiying a category
contrast may be finer in the case of speech and also are habitually ignored by
listeners in a natural situation; therefore, they are more difficult to access
in the cqntext of a discrimination task.

The strongest evidence for the' alternative hypothesis, that categorical
perception of speech rests on nonlinguistic auditory discontinuities in

perception, comes from research on human infants (for recent summaries, see .

Ju..zyk, 1981; Morse, 1979; Walley, Pisoni, & Aslin, 1981) and nonhuman-”
animals, particularly chinchillas (Kuhl, 1981; Kuhk & Miller, 1978). Allowing
for the inevitable methodological differences and limitations, infants and (so
far) chinchillas appear to perceive synthetic speach stimuli essentially the
tame way adults do, 1includiing superior discrimination of stimuli from
different (adult) categories than of stimuli from the same category. These
effects obviously reflect some "natural™ boundaries, but it is not entirely
clear' whether these boundaries are strictly psychoacousti¢ in nature or
whether they perhaps reflect some innate or acquired sensitivity to
articulatory patterns. Even if they were psychoaeoustic (this being the
received interpretation of the infant and chinchilla findings), it.is not
certain that linguistic categories in fact depend on them. (See, however,
Aslin & Pisoni, 1980, for a different view.) For example, children ‘in the
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early astages of languese -e often are not able to make the perceptual
distinctions infants seém L. 'be capable of (Barton, 198C). There are still
many ¢pen questions here, A fair assessment of the situation may be that the
evidence on phoneme Loundar, effects neither strongly supports nor disconfirms
the existence of a special speech mode of perception.

Seloctive .Adgptation

The ' shifting of nhoneme boundaries on a continuum by repeated
", presentation of stimuli frum one category has been a favorite pastime of some .
speech perception researchers ever since Eimas & Corbit (1973) discovered the
technique, -(See Diehl, 198%, fnr a recent critical review.) In hindsight,
Shis effort. seeds not to have been worthwhile. Since various kinds of
nonspeech. dimensions show selective-adaptation effects, it was to be expected
that auditory dimensions of speech can be adapted as well. On the wholie, this
is what a score of studies snow.. The technique was considered interesting
because it was thought to reveal the existence of "phonetic feature detextors®
(Eimas & Corbit, 1973). However, the evidenceé for specifically phonetic
effects in selective adaptation is scant, and what there is cam probably be
explained as shifts in response criteria or .as effacts of remote auditory
similarity. Recent experiments by Sawusch and Jusczyk;i1981) and particularly
by \Roberts ard Summerfield (1931) strongly sugsest that there is no phonetic
componeht in selective adaptation at all, and that the effect takes place
exciusively at a relatively early stagde in audit:;y processing.

The concept Jf phonetic feature detectors/is useless not only for the
explanation of selective adaptation results (cf. Remez, 1979) but also from a
wider theoretical perwpective. Nane expresses this better than .uddert-
Kennedy (in press) when he says that "we are dealing with tautology, not
explanation. ... The error lies in offering to:.explain phonetic capacity by
- making a substantive’ physiological mechanise out of a descriptive property of
language" (p. 225). For, "... 'the peroei:ed .feature is an attribute, not a
constituent, of the jercept, and we are absolved.from positing specialized
mechanisz i for its extraction® (p. 227). Arguments such as these apply not
only to the concept of phonetic feature detectors but to the” concept of the
‘feature detector in gener 1. For these reascns, selective adaptation results
cannot have any implications for or against the existence of a spezial speech
- mode,

"Hemispheric Speeialization

The empirical results supporting a hemispheric asymmetry for speech and
language are rich and complex. While left-hemisphere advantages have been
reported for certain kinds of nonspeech sounds, the evidence that* speech
processes are lateralized to the left hemisphere in the large majority of
individuals is unassailable. It has been claimed, however, that precisely
because certain nonspeech stimuli show similar effects, the lateralization of
speech should be explained by a more general principle, e.g., by a
specialization of the left hemisphere for auditory properties characteristic
of speech (Cutting, 1978; Schouten, 1980), or by an analytic-holistic
distinction between the two hemispheres (e.g., Bradsnaw & Nettleton, 1961).
In commenting on the last-named paper, Studdert-Kennedy (198%) has argued that
the analytic-holistic hypothesis, while descriptively adequate, 1is 1ill-
conceived from a phylogenetic viewpoint. Rather, sincz lateralization
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presumably evolved to support soma behavior important to the species, it seems
more likely that lateralization of motor control preceded or caused
lateralization of speech processes, which in turn may be responsible for the
superior - analytic capabilities of the 1left hemisphere. The apparent
specialization of the left hemisphere for certain auditory characteristics of
Speech lay~jua§_as well be the consequence as the cause of the lateralization
of linguistic Tunctions. Thus, the existing evidence on hemispheric
specialization can ®he interpreted in an alternative way that 1is more
compatible with a biological viewpoint and that recognizes the special status
of speech,

Other Laboratory Phenomena

Various other ‘t‘indings have been cited as eviadence for or against a
speech mode of perception. Thus, Wood (1975) mentions the phenomenon' of
asymmetric interference between auditory and 1linguistic dimensions in a

speeded classification task. While this finding (whose methodological details/

need not concern us here) may reveal something about the auditory processing
of speech, its inplications for the existenc: of a special speech mode of
perception are limited. Similar patterns of results have been obtained with
nonspeech auditory stimuli (Blechner, Day, & Cutting, 1976; Pastore, Ahroon,
Puleo, Crimmins, Golowner, & Berger, 1976), suggesting that the asyumetry has
a nonphonetic basis,

Schouten (1989) hdda to Wood's list two findings that seem to have even
less bearing on the question of @ phonetic mode of perception: A difference
in the stimulus duration needed for correct order judgments with aequences of
speech or nonspeech sounds (Warren, Obusek, Farmer, & Warren, 1969), and ah
asymmetry in the perception of truncated CV and VC syllables (Pols & Schouten,
1978). The first finding probably reflects the fact that speech stimuli are
more readily categorized ‘than nonspeech stimuli, while the second finding
seems altogether jirrelevant, having most likely a psychoacoustic explanation.
It is a wmistake to believe (as Schouten apparently does) that the "case
against a speech mode of perception®™ is strengthened by various findings of
auditory (nonphonetic) effects in speech perception axperiments. Zuch effects
are likely to occur for, after all,- speech enters through the ears. The
thesis of tae present paper is,. houever, that these effects ere relatively
1nconsequentia1 for the linguistic processing of speech.

By focusing pr - rily on the experimental paradigms listed in Wood's
(1975) article, Cu. * . (1978) and Schouter (1980) neglected a variety of
other observations tna. suggest the existence of a speech mode of perception.
Liberman et al. (1967) reviewed many properties that are peculiar %o spesch
and seem’ to require special perceptual ' akills. Foremost @among these
properties is the invariance of phonetic perception over substantial changes
in the acoustic information; consicder the well-known /di/-/du/ example, which
shows that the /d/ percept can b2 cued by radically differert transitions of

the secorid formant. To achieve the same classification without reference to
.the articulatory gesture cannoﬁ to /di/ and /du/, an .exceedingly complex
"auditory decoder" would be required.
L}

Liberman et al. " (1967) also noted that the formant transitions

Z—diitinguishing /di/ and /du/ sound quite different from each other when they
are presented in isolation and do not engage the speech mode. In fact, when
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second- or third-formant transitions -are removed from a synthetic syllable and
presented to one ear while the rest of the sSpeech pattern is presented to the
other ear, the transitions are found to do double duty: They are perceived as
uhistles'or chirps in one ear, but they also fuse with the remainder of the
syllable in the other ear to produce a percept equivalent to the original
,Syllable (Rand, 1974; Cutting, 1976). This "duplex perception" demonstrates
the simultaneous use of speech and nonspeech modes of perception and has
recently been further explored in experiments that will be reviewed later in
this paper.

Other authors have noted striking differences in subjects' responses
depending on whether identical or similar stimuli were perceived as speech or
‘nonspeech. For gxamprﬁ. House, Stevens, Sandel, and Arnold (1962) found that
an ensemble of speech. scvimuli was easier to learn than ‘various ensembles of

. speechlike stimuli that, however, wereé not perceived as speech by-the subjects
' (cf. also GrunRe & Pisoni, Note 1). Several studies of categorical perception
have shown that speech stimuli from a synthetic continuum are discriminated
well across a phonetic category boundary, while nonspeech analogs or
components of the same stimuli are discriminated poorly or "at chance (e.g.,
Liberman, Harris, Eimas, Lisker, & Bastian, 1961; Liberman, Harris, Kinney, &
Lanre, . 1961; Mattingly, Liberman, Syrdal, & Halwes, 1971). As. long as two
decades ago, House et al.' {1962) concluded that "an understanding of speech
perception cannot be achieved through experiments that study classical
| psychophysical responses to complex acoustic stimuli. ... Although speech
stimuli are accepted by the peripheral auditory mechanism, their
interpretation as linguistic events transfers their processing to some
nonperipheral center where the detailed characteristics of the -peripheral
analysis are irrelevant" (p. 142). This conclusion is still valid, as the

remainder of this paper will attempt to show. .

Summary
- ‘

Of the various paradigms reviewed by Cutting (1978) and Schouten (1980),
some failed to support the existence of a speech mode of perception because
they were irrelevant to begin with., As far as categorical perception and
hemispheric specialization are concerned, some of the evidence may have been
misinterpreted., The fact that categorical perception and left-hemisphere
superiority can be obtained for certain nonspeech stimuli does away with
eariier claims that- these phenomena are speech-specific. However, it does not
necessarily imply that similar patterns of results occur for the-
in speech and nonspeech; and if they do, it is not necessarily’ true that the

- processes involved in the pgrception of nonspeech are more basic than, or the’
prerequisites for, those supporting speech perception. We have seen that
there are other findings, not considered by Cutting and Schouten, that suggest
that speech perception differs from nonspeech auditory perception. It must be
acknowledged,. however, that the empirical results are complax, and while they
hardly argue against the existence of a speech mode, they do not provide an
overwhelming amount of positive evidence either, .

Certainly, the argument that speech perception is special would be
strengthened if new, less controversial results could be broughkt to bear on

the issue. The second part of this paper focuses on a set of rather recent
findings that add a new dimension to the argument. Since 'these results are
recent and have not been reviewed previously, they will be treated in more
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detail. They may be grouped into three categories: phonetic trading
relations, context effects. and other perceptual integratior phenomena. What
is common to all of them is that they deal with integration (over frequency,
time, or space) in phonetic perception.

THE NEW EVIDENCE

The Disti  .n Between Trading Relations and Context Effects
It is known ~ - .any previous studies that virtually every phonetic
contrast’is cued b, . _ral distinct acoustic properties of the speech signal.

It follows that, within limits set by the relative perceptual weights and by
the ranges of effectiveness of these cues, a change in the setting of one cue
* (which, by itself, would have lei to a change in the phonetic percept) can be
offset by an opposed change in the setting of another cue so as to maintain
the original phonetic percept. This is a phonetic trading relation.
According to Fitch, Halwes, Erickson, & Liberman (1980), there is a phonetic
equivalence between “wo cues that trade with each other. I prefer to use this
term in a slightly different way, for neither cue is perceived in isolation;
rather, they are perceived together and integrated into a unitary phonetic
percept. Therefore, the equivalence holds not so much between (a-b) units of
Cue 1 and (c-d) units of Cue 2, but rather between the phonetic percept caused
- by setting a of Cue 1 and sctting d of Cue 2 and the phonetic percept caused
- by setting b of (ue 1 and setting ¢ of Cue 2. These two percepts are
phonetically equivalent in the sense that t(hey yield exactly the same
distribution <f identification responses and are difficult to discriminate
(see below).

Trading relations occur among different cues for the same phonetic
contrast. However, wr.n the perception of a phonetic distinction is affected
by preceding or following context that is not part of the set of direct cues
for the distinction (as illustrated in the next paragraph), we speak of a
context effect. The context may be "close,"” i.e., it may constitute portions
of the same coherent speech signal; or it may be "remote," referring to the
relation between separate stimuli in a sequence, or between a precursor and a
test stimulus. (Of course, “he distinction between close and remote context
is, to some extent, arbitrary.) Effects of close context, which are of special
interest to us, are similar to trading relations in that they can be cancelled
by an appropriate change in one or another cue relevant to the critical
phonetic distinction. Conversely, a trading relation could be described
(inappropriately) as a context effect, with one cue (the contéxt) affecting
the perception of another (the target). Formally, t,ading relations and
context effects are quite similar, but it is useful to distinguish them on
theoretical grounds. The distinction is best illustrated with an example.

Mann and Repp (1980) presented listeners with fricative noises from a
synthetic (5]-[5] continuum, immediately followed by one of four periodic
stimuli. The periodic stimuli derived from natural utteranpces of [S&]. [sa],
(Sul, and [sul, from which the fricative noise portion had bez; removed; thus,
they contained formant transitiuns appropriate for either [jﬁ‘or (s], and the
identity of the vowel was either (a] or [ul. The results showed that, for a
given ambiguous nolse stimulus, listeners reported more instances of "s" when
the following formant transitions were appropriate for [s) rather than [S].
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and they also reported more instances of "s" when [us followed rather than
{a]. The first effect is a trading relation, the second a context effect.
The effect of formant transitions on perception of the [§]-[s] distinction is
a trading relation because the transitions are a cue to fricative place of
articulation. Thev are also a direct consequence of fricative production, and
this is obviously the reason why they are a cue to fricative perception. Note .
that the transitions are integrated with the fricative noise cue Into a
unitary phonetic percept; listeners do not perceive a noise plus transitions,
or a fricative consonant followed by a stop. consonant, although a stop would
be perceived if the fricative noise were removed or silence were inserted
between it and the periodic portion (Cole & Scott, 1973; Mann & Repp, 1980).
The effect of vowel identity on fricative perception is different. Whether
the vowel is {@&] or [u] is not a consequence of fricative production, and
vowel quality therefore does not constitute a direct cue for fricative
perception. The vowel is not perceptually integrated with the noise cue--it
remains audible as a separate phonetic segment. It is appropriate here to say
that the perceived vowel quality modifies the perception or interpretation of
the fricative cues. This is a context effect, as distinct from a\trading
relation.?

As we will see below, trading relations and context effects have distinct
(though related) explanations in a theory of phonetic perception, and it is
that theoretical view that underlies the distinction in the first place.
However, before we turn to the issue of explanation, a brief review of
empirical findings shall be presented.

Phonetic'Trading Relations

Overview

The fact that there are multiple cues for most phonetic contrasts has
been known for a long time. Much of this early knowledge derives from the
extensive explorations at Haskins Laboratories since the late 1940s. For
exgmple, Delattre, Liberman, Cooper, and Gerstman (1952) showed that the first
tWo formants are important cues to vowel qualitv; Harris, Hoffman, Liberman,
_ Delattre, and Cooper (1958) demonstrated that both second- and third-formant
transitions contribute to the place-of-articulation distinction 1in stop
consonants; and Gerstman (1957) found that both frication duration and rise-
time are relevant to the fricative-affricate distinction. Lisker (1978b),
drawing on observations collected over a number of years, listed nc less than
16 distinguishable cues to the /b/-/p/ distinction in intervocalic position.

From these and many other studies, a nearly complete list of cues has
been accumulated over the years. However, the data were typically collected
by varying one cue at a time, although there are some exceptions, such as
Hoffman's (1958) heroic study, which varied three cues to stop place of .
articulation simultaneously. Restrictions on the size .of stimulus ensembles
were imposed by the 1limited technology of the time, which made stimulus
synthesis and test randomlzation very cumbei‘some. With the advent of modern
computer-controlled synthesis and randomization routines, however, orthogonal
variation of several cues in a single experiment became an easy task, and ,the
limit to the number of stimuli w=s set by the patience of the listener rather
than that of the investigator. The new technology led to a resurgence of
interest in the way in which multiple cues cooperate in signalling a phonetic
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distinction. Since, for one reason or another, many of the early Haskirs
studies had remained unpublished, certain results ‘that had been kaown for
years by word of mouth or from preliminary reports. ghly recentily found their
way into the literature, after having been replicated with contemporary
methods.

A word is in order about the definition of cues. The <%raditional
approach, exemplified especially by the Haskins work (including my own), has
been to dissect a spectrographic representation of the speech signal,
following essentially visual Gestalt principles. A cue, then, is a portion of
the signal that can be isolated visually, that can be manipulated
independently in.a speech synthesizer constructed for that purpose, and that
can be shown to have some perceptual effect. This way of defining cues has
been challenged on two grounds: (1) The spectrogram is not the only, and not
necessarily the best, representation of the speech signal, For example, the
well-known work of Stevens and Blumstein (1978; Blumstein & Stevens, 1979,
1980) pursues the hypothesis that the shape of the total short-term spectrum
at certain critical points in the signal constitutes a perceptual cue; thus,
the individual formants and adjacent noise bursts are not treated as separate
cues. Such 3 redefinition of cues is justified as long as it does not bypass
the legitimate empirical issue of whether the elementary, spectrographically

\defined signal components are indeed integrated by the auditory system in this

way (as they may be in the case of individual formants, but probably not in
the case of other, more disparate types of cues). However, while definitions

. of such complex cues effectively combine information on one dimension (e.g.,

in  the spectral domain), ~they typically sacrifice information on other
dimensions (e.g., in the temporal domain). Thus, the onset spectra examined

*by Stevens and Blumstein are static and do not easily permit the description

of dynamic change over time. The issue revolves, in large part, around the
question how the perceptually salient information in the signal is best
characterized--a question that, of course, lies at the heart of the present
paper as well. The essential problem is that the totality of the cues for a
gilven phonetic contrast apparently cannot be captured in a fullys integrated
fashion as long as purely physical (rather than articulatory or linguistic)
terms are used.2 (2) Another criticism of a more far-reaching sort denies
altogether the usefulness of fractionating the speech signal into cues (see,
e.g., Balley & Summerfield, 1980). This view, which rests on the precepts of
Gibsonian theory (Gibson, 1966), will be taken up in the concluding comments
of this paper. ‘

I will not attempt to revies in detail all recent studies of phonetic
trading relations, of which there are quite a few, A brief and selective
overview shall suffice. Most studies had the purpose of clarifying the roles
and surveying the effectiveness of different cues to various phonetic
distinctions. Some studies that depart from this standard pattern will be
considered later in more detail. Whereas the large majority of studies have
used. synthetic speech, some obtained similar information by cross-splicing
components of natural utterances, or by comhining such components with
synthetic stimulus portions. Not all authors describe their findings as
trading relations (a term used primarily by the Haskins group), but such
relations are implied by the pattern of results.

Voicing cues. Many studies have 1investigated multiple cues to the
voiced-voiceless distinction. For stop consonants in initial position, both
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voice onset time (VOT) and the first-formant (F1) transition contribute to the
distinction (Stevens & Klatt, 1974; Lisker, Liberman, Erickson, Dechovitz, &
Mandler, 1977). The critical feature of the F1 transition, which can be
traded against VOT, is its onset frequency: If the onset frequency is lowered
in a phonetically ambiguous stimulus, the VOT must be increased for a
phonetically equivalent percept to obtain (Lisker, 1975; Summerfield &
Haggard, 1977). Another cue that can be traded for VOT is the amplitude of
the aspiration noise preceding the onset of voicing: If the amplitude of the
noise is increased, its duration (i.e., “he VOT) must be decreased to maintain
phonetic equivalence (Repp, 1979). The fundamental frequency (F0) at the
onset of the voiced stimulus portion is another relevant cue (Haggarc, Ambler,
& Callow, 1970) that presumably can be traded against VOT (see Repp, 1976,
1978b) .

For stop consonants in intervocalic position, Lisker (1978b) has
catalogued all the different aspects of the acoustic signal that contribute to
the voicing distinction. They include the duration and offset characteristics
of the preceding vocalic portion, the duration of the closure interval, the
amplitude of voicing during the closure, and the onset characteristics of the
following vocalic portion. Lisker's catalogue is based on a large number of
studies, not all of which have been published; however, see Lisker (1957,
1978a, 1978c), Lisker and Price (1979), Price and Lisker (1979). Trading
relations between voicing cues for intervocalic stops have also been studied
in French (Serniclaes, 1974, Notes 2 & 3), and in German (Kohler, 1979).

The voicing distinction for stop consonants in final position has also
been intensively studied. Here, the duration of the vocalic portion is
important (especially if no release burst is present) as well as its offset
characteristics, the properties of the release burst, and the duration of the
preceding closure. Trading relations among these cues have been investigated
by Raphael (1972, 1981), Wolf (1978), and Hogan and Rozsypal (1980), among
others.

The voicing distinction for fricatives in 1initial position has been
studied by Massaro and Cohen (1976, 1977) who focused on the trading relation
between fricative noise duration and FO at the onset of periodicity, 1In a
similar. fashion, Derr snd Massaro (1980) and Soli (in press) studied the
trading relations among duration of the periodic ("vowel") portion, duration
of fricative noise, ai.! FO as cues to fricative voicing in utterance-final
position. Earlier studies of these cues include Denes (1955) and Raphael
(1972).

Place of articulation cues. Trading relations among place of articula-
tion cues for stop coisonants in initial position--F2 and F3 transitions,
burst frequency and burst amplitude--were studied long ago by Harris et al.
(1958) and Hoffman (1958), and -more reckntly, by Dorman, Studdert-Kennedy, and
Raphael (1977) and by Mattingly and Levitt (1980). For stop consonants in
intervocalic position, Repp (1978a) und a trading relation between the
formant transitions in and ou: of the closure, %nd Dorman and Raphael (1980)
reported additional effects of closure Quration and release burst frecuency.
Bailey and Summerfield (1980), in a series of painstaking exper.ments,
investigated place cues for stops in fricative-stop-vowel syllables; these
cues incluaed the offset spectrum of the fricative noise, the duration of the
closure period, and the formant frequencies at the onset of the vocalic
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porticn, Repp and Mann (1981a) recently demonstrated a trading relation
between fricative noise offset spectrum and vocalic formant transitions in
similar stimuli. Fricative noise spectrum and vocalic formant transitions as
Joint cues to f#ricative place of articulation were investigated by Whalen
(1981), Mann and Repp (1980), and Carden et 4l. (1981).

Manner cues. Cues to stop manner of articulation (i.e., to presence
vs. absence of a stop consonant) following a fricative and preceding a vowel
were investigated by Bailey and Summerfield (1980), Fitch et al. (1980), and
Best, Morrongiello, and Robson (1981). In each case, the trading relation
studied was that between closure duration and formant onset frequencies in the
vocalic portion. The two last-named studies will be discussed in more detail
below. Summerfield, Bailey, Seton, and Dorman (1981) have shown that duration
and amplitude contour of the fricative noise preceding the silent closure also
contribute to the stop manner contrast.

Several cues to the fricative-affricate ‘distinction in initial position
(rise-time, nqjise duration) were investigated by Gerstman (1957); see also van
Heuven (1979). In a more recent set of experiments, Repp, Liberman, Eccardt,
and Pesetsky (1978) traded vocalic offset $pectrum, closure duration, and
fricative noise duration as cues to a four-way distinction between vowel-
fricative, vowel-stop-fricative, vowel-affricate, and vowel-stop-affricate.
Trading relations among cues to the fricative-affricate distinction in final
position were reported by Dorman, Raphael, and Liberman (1979: Exp. 5) and
Dorman, Raphael, and Isenberg (1980 .

Phoietic Equivalence

- It is obvious that, whenever two or more cues contribute to a given
phonetic distinction.{théy can be traded against each other, within certain
limits. What is not S0 "Qbvious is that two stimuli with equal response
distributions are truly equivalent in perceptiong Since most data on trading
relations were collected in identification tasks- with a restricted set of
response categories, subjects may have had no opportunity to report that
certain stimuli sounded like neither of the alternatives. At a more subtle
level, it may be the case that phonetically equivalent stimuli, even though
they are labeled similarly, sound different in some way that subjects cannot
easily explain in words. One way to assess this possibility i{s by means of a
discrimination task.3

This was undertaken by Fitch et al. (1980) for the trading relation
between silent closure duration and vocalic formant transition onsets as cues
to stop manner in the "slit"-"split" distinction, and by Best et al. (1981)
for the similar trading relation between silent closure duration and F1
transition onset in the "say"-"stay" contrast. First, these authors deter-
mined in an identification task how much silence was needed to compensate for
a certain difference in formant onset frequency. Then they devised a
discriminatidn task containing three different types of trials: On single-cue
trials, the stimuli to be discriminated differed only in the spectral cue
(formant onset frequency):; they had the same setting of the temporal cue
(silence). On cooperating-cues trials, the stimuli differed in both cues,
such that the stimulus with the lower formant onsets (which fasor "split" or
"stay" percepts) also had the longer silence (which also favors "split" or
"stay" percepts). On conflicting-cues trials, the stimuli again differed in
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both cues, but now the stimulus with the lower formant onsets had tne shorter
silence, sc that one cue favored M"split" ("stay") and the other 'slit"
("say"). Since the silence difference chosen was the one found to compensate
exactly for the spectral difference in the identification task, the stimuli in
the conflicting-cues condition were (on the average) phonetg!ei}y equivalent.y

The results of these experiments showed a clear difference among the
three conditions: Subjects' discrimination performance in the category boun-
dary region was best in thg _cooperating-cues condition, worst in the conflict-
ing-cues condition, and intermediate in the single-cue condition. Thus, it is
true that (approximately) phonetically equivalent stimuli, namely thcse in the
conflicting~-cues condition, are difficult to discriminate; they "sound the
same," whereas stimuli in the cooperating-cues condition sound different, even
though they exhibit the same physical differences on the two relevant
dimensions. The pattern of discrimination results follows that predicted from
identification data, showing that stimuli differing on two auditory dimensions
simultaneously are still categorically perceived (given that peprception is
categorical when each of these dimensions is varied separately). It is likely
that listeners could be trained to become more sensitive to the physical
differences that do exist between phonetically equivalent stimuli, and the
interesting question arises whether discrimination on cooperating-cues trials
would continue to be superior to that on conflicting-cues trials. So far, no
study has taken this approach. However, preliminary results from A related
series of experiments (Repp, 1981b) indicate that some tradipg relations
disappear when lisieners try to discriminate pairs of stimuli at unambigu-
ously belong to the sape. phonetic category (i.e., phonetically equivalent
stimuli that are nov from the boundary region), suggestiing that these trading
relations operate only when the stimuli are phonetically ambiguous. This
leads us to the question of the origin of trading relations. )

Explanation of Trading Relations: Phonetic or Auditory?

The large number of trading relations surveyed above poses formidable
problems for anyone who would like to explain speech perception ‘&n purely
auditory terms. Why should cues as diverse as, say, VOT and F1 onset, or
silence and fricative noise duration, trade in the way they do? Auditory
theory has only two avenues open: Either the cues are integrated into a
unitary auditory percept at an early ‘stage in peroeption (the auditory
integration hypothesis), or selective attention is directed to one of the cues
(which then must be postulated to be the essential cue for the relevant
phonetic contrast), and the perception of that cue is affected by the settings
of other cues (the auditory interaction hypothesis).

.

The auditory integration hypothesis is implicit in the work of Stevens
and Blumstein (1978; Blumstein & Stevens, 1979, 1980). To account for tue
fact that release burst spect. .un and formant transition onset frequencies are
Joint cues to place of articulation of syllable-initial stop consonants,
Stevens and Blumstein assume tha: the perceptually relevant variable 1is the
integrated spectrum of the first 25 msec or so of a stimulus. In other words,
the burst (which is usually shorter than 25 msec) and the onsets of the
several formant transitions are considered an integral auditory variable.
Since both cues are spectral in nature and occur within a short time period,
this is not an unreasonable hypothesis, notwithstanding t..e different sources
of excitation (noise vs. periodic) of the two sets of cues in voiced stops.
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In fact, Ganong (1978) found support for the perceptual integrality of burst
and formant transition cues in an ingenious experiment involving interaural
transfer of selective-adaptation effects. However, Stevens and Blumstein have
had only limited success with automatic classification of stop consonants
according to onset upectrum alone, and Kewley-Port (1981) recently demonstrat-
ed that automatic stop consonant identification can be improved by incorporat-
ing a measure of spectral change. Thus, even though onset Spectrum may be an
important cue, it does not contain all the relevant information in the signal.

The main problem with the auditory integration hypothesis seems to be
that it applies only when the relevant cues are both spectral in nature, are
of short duration, and occur simultaneously or in close succession. However,
the cues are often spread out over a considerable stretch of time. For
example, ar explanation of the fact that both the formant transitions into and
out of a stop closure contribute to the perceived place of articulation of a
stop in medial position (Dorman & Raphael, 1980; Repp, 1978a; Repp & Mann,
1981a) would require integration of spectra across a closure, i.e., over as
much as 100 msec. Such a long integration period seems unlikely; certainly,
it 1is much longer than that envisioned by Stevens and Blumstein (1978).
Trading relations that involve spectral and temporal cues (e.g., F1 onset and
VOT for stop volcing in initial position) cannct be easily translated into
purely spectral terms; and trading relations between purely temporal cues
(e.g., silent closure duration and fricative noise duration for the fricative-
affricate distinction in medial position) require a different explanation
altogether, To be sure, there are some trading relations that do suggest
auditory integration, such as that between VOT (i.e., aspiration noise
duration) and aspiration noise amplitude (Repp, 1979), which is reminiscent of
certaipn time-intensity reciprocities at the auditory threshold. In fact,
preliminary data (Repp, 1981b) support this suggestion by showing that this
trading relation operates independently of whether a 1listener is making
phonetic or auditory judgments of speech stimuli. In other caSes, however,
the cues that participate in a trading relation are simply too diverse or too
widely Spread out to make auditory integration seem plausible. Or, to put it
somewhat differently, whereas any such traJing relation could be described as
resulting from auditoﬁ} integration, this integration would no longer seem to
be motivated by general principles of auditory perception; thus, it would have
to be considered a speech-specific prccess.

The auditory interaction hypothesis, which pcstulates that trading rela-
tion3 arise because perception of a primary cue is affect®d by other cues, has
even lass concrete evidence in its favor, in part because most of the relevant’
studies remain to be done. In particular, it is not clear whether auditory
interactions (masking, contrast, etc.) of the kind and extent required to
explain certain trading relations are at all plausible. For example, to
explain the trading relation between VOT and F1 onset frequency as cues to
stop consonant voicing, it would have to be the case that a noise-filled
interval (VOT) sounds subjectively longer when followed by a periodic stimulus
with a relatively low onset frequency. At present, there are no psychoacous-
tic data to support this hypothesis. Auditory psychopl.rsics involving non-
speech stimuli of the degree of complexity of speech is still in its infancy
(cf. Pastore, 1981). Perhaps, as more is learned about the perception of
complex sounds and sound sequences, =some auditory explanations of what now
appear to be phonetic phenomena will be forthcoming.5 One serious problem that
has vexed researchers since the time of the early Haskins research is that of
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finding appropriate nonspeech analogs for speech stimuli. If the analogs are
too similar to speech, they may be perceived as speech and thereby cease -to be
good analogs and ﬁkqf:e bad speech. If they are too different from speech,
the generalizability~of the findings to speech may be questioned. There is a
way out of this dilemma: If stimuli could be constructed that are sufficient-
ly like speech to be perceived as speech by some listeners but not by others
(perhaps prompted by different instructions), or even by the same listeners on
different occasions, and if different results are obtained in the two
conditions (e.g., two cues trade in one but not in the other), this would then
be proof of specialized perceptual processes serving speech perception.

It is from this perspective that a recent study by Best et al. (1981)

‘receives special importance. These authors investigated the trading relation

between silent closure duration and F1 transition onset frequency as cues to
stop manner in the "say"-"stay™ contrast. After replicating the results
obtiained wit: the similar “"slit"-"split" contrast by Fitch et al. (1980),
they proceeded to test for the presence of a similar trading relation in
"sinewave analogs® of the synthetic "say"-"stay" stimuli. Sinewave analogs
ar¢ obtained by imitating the formant trajectories of (voiced) speech stimuli
wi@h pure tones. Such analogs of simple CV s8yllables have been used
préviously by Cutting (1974) and by Bailey, Summerfield, and Dorman (1977),
whpse work is discussed below; recently, Remez, Rubin, Pisoni, and Carrell
(i981) successfully synthesized whole English sentences in that way. The
interesting thing about these  stimuli is that they are heard as nonspeegﬁw
whistles by the majority of naive listeners, but they may be heard as sfpeech
when instructions point out their speechlikenes or spontaneously after
prolonged listenifig. Once heard as speech, it is di¥ficult (if not impossi-
bje) to hear them as pure whistles again, although th¢ speech heard retalns a
highiy artificial quality (Remez et al., 1981). phenomenon was exploited
by Bdst et al. in their main experiment .
}

-

They constructed sinewave analogs of a "say"-"stay" continuum by follow-

ing a noise resembling [s)-frication with varying periods of silence and a\\\

sine-wave portion whose component tones imitated the first three formants of
the periodic portion of the speech stimuli. There were two versions of the
sinewave portion, one with a low onset df the tone simulating F1, and one with
a high onset. (In speech stimuli, less silence is needed to change "say" to
*stay" when F1 has & low onset than when it has a high onset.) The sinewave
stimuli were presented to listeners in an AXB format, where the critical X
stimulus had to be designated as being more similar to either the A or the B
stimulus, which were analogs of a clear "say" (no silence, high F1 onset) and
a clear "stay" (long silence, low F1 onset), respectively. Some of the
sub jects were told that the stimuli were intended to sound like "say" or
"stay," whereas others were only told that the stimuli were computer sounds.
After the experiment, the subjects were divided into those who reported that
they heard the stimuli as "say"-"stay," either spontaneously or after instruc-
tions, and into those who reported various auditory impressions or inappropri-
ate speech percepts. Only members of the first group, who--according to their
self-reports--emploved a phonetic mode of perception, showed a trading rela-
tion between silence and F1 onset frequency, and this trading relation
resembled cthat obtained with synthetic speech stimuli. None of the other
subjects showed this pattern of resuits. These other subjects could be
further subdivided into two groups: those who reported that the stimuli
differed in the amount of separation between the two stimulus portions (noise
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and sinewaves), and those who reported that the stimuli differed in the
quality of the onset of the second portion ("water dripping," "thud," etc.).
The AXB results substantiated these reports: The results of the first group
indicated that the subjects paid attention only to the silence cue, whereas
the second group seemed to make their judgments primarily on the basis of the
spectral cue (Fi-analog onset frequency). The response patterns of the two
groups were radically different from each other, and both were different from
the group who heard the stimuli as speech. ‘It seems reasonable to conclude
that the subjects™in the former two groups employed an auditory mode of
perception, Being in this mode, they were unable to integrate the two cues
into a unitary percept and instead focused on one or the other cue separately,
thereby disconfirming the auditory }ntegration hypothesis for this set of
qpes.6 There was some evidence of an auditory interaction in that those
listeners who paid attention to the spectral cue were affected by the setting
of the temporal cue, However, this effect was not sufficiently strong to
account for the trading relation observed in speech-mode listeners;-moreover,
those subjects who focused on the silence cue (which is the primary cue for
stop manner) were not affected at all by tle setting of the spectral cue.

f
The resg}ts~of Best et al. provide the strongest evidence we have so far
that a trading zslation is specific to phonetic perception: When listeners
are not in the Speech mode, the trading relation disappears and selective
attention to individual acoustic cues becomes possible. The data argue
against any auditory'explanation of the trading relation at hand, and they
support the existence of a phonetic mode of perception that is characterized
by specialized ways of stimulus processing. Results: from a recent study
-(Repp, 1981b) further confirm the phonetic nature of the trading relation
between silence and F1 onset for the "say"-"stay" distinction by showing that
it is obtaired only in the phonetic boundary region of the speech continuum
(i.e., when listeners can make a phonetic distinction) but not wituin the
"stay" category (i.e., when listeners cannot make % phonetic distinction and
must rely on auditory criteria for discrimination). We may suspect that many
other trading relations will behave similarly. This is already indicated for
the trading relation between closure duration and fricative noise duration in
the "say snop"-"say chop" distinction (Repp, 1981% and for that between
fricative noise spectrum and formant transitions in che [S]-[s] distinction
(Repp, 1981a, discussed in the next section).

How, then, are trading relations to be explained, if not in terms of
auditory interactions or integration? The proposed answer is this: Speech is
produced by a vocal tract, and the production of a phonetic segment (assuming
thav such segments exist at some level in the articulatory plan) has complex
and temporally distributed acoustic consequences. Therefore, the information
supporting the perception of the same phonetic segment is acoustically diverse
and spread out aover time. The peérceiver recovers the abstract units of speech
by integrating the multiple cues that result from their production. The basis
for that perceptual integration may be conceptualized in two ways. One is to
state that listeners know from experience how a given phonetic segment "ought
to sound. 1ike” in a given context. Since phonetic contrasts almost always
involve more than one acoustic property, trading relations. among these
properties must result when the stimulus is ambiguous because, in this view,
it is being -valuated with reference to idealized representations or "proto-
types" that differ on all these dimensions simultaneously: A change in one
dimension can be offset by a change in aqother dimension, so that the
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perceptual distances from the prototypes remain constant. The other possibil-
ity 1s that perceptual integration does not require specific knowledge of
speech patterns (whose form of memory storage is difficult to conceptualize)
but is predicated directly upon the articulatory information in the signal.
In other words, trading relations may occur because listeners perceive speech
in terms of the underlying articulation, and inconsistencies in the acoustic
information are resolved to yield percepticn of the most plausible articulato-
ry act. This explanation thus requires that the listener have at least a
general model of human vocal tracts and of their ways of action. The question

remains: How much must an organism know about speech to exhibit a phonetic
trading relation? An important issue for future research will be the gquestion

whether phonetic trading relations are ottained in human infants, and if not,
how and when they begin to develop.7

Context Effects

Effects Due to Immediate Phonetic Context

Like phonetic trading relations, certain kinds of phonetic context
effects have been known for a long time. The most familiar example is,
perhaps, the dependence of stop release burst perception on the following
vowel, Liberman, Delattre, and Cooper (1952) showed that, when noise bursts
of varying frequencies are followed by different steady-state periodic stimu-
11, the stop consonant categories reported by listeners may depend on the
quality of the vowel. For example, if a noise burst centered at 1600 Hz 1is
followed by steady states appropriate for [i] or [ul, listeners report "p,"
but if [a] follows, they report "k."

A similar effect has been reported by Summerfield (1975) who found that
the nature of the vowel influences the location of the boundary on a continuum
of stop-~consonant-vowel syllables varying in VOT. This oontext effect may
actually be a trading relation because it probably reflects the influence of
F1 onset (rather than vowel quality per se) on the voicing decision, i.e., a
trading relation between F1 onset and VOT (cf. Summerfield & Haggard, 1974,
1977). Recently, Summerfield (in press) conducted an important series of
experiments in which he tested whether this effect has an auditory basis. He
used speech stimuli varying in VOT and in the F1 frequency of the following
steady-state vocalic portion, and he compared their perception with that of
two kinds of nonspeech andlogs. One was a tone-onset-time (TOT) continuum
(Pisoni, 1977) that varied the relative onset time of two pure tones of fixed
frequency, matched in frequency and amplitude to the first two formants of the
speech stimuli. The frequency of the lower tone was varied to simulate
different F1 onset frequencies. The other set of nonspeech stimuli formed a
noise-onset-time (NOT) continuum (cf. Miller et al., 1976) that varied the
lead time of a noise-excited steady-state F2 relative to a periodically
excited steady-state F1. Different F1 onset frequencies were simulated by
varying the frequency of F1. The stimuli were presented for identification as
"g" or "k" (speech) or as "simultaneous onset" vs, "successive onset" (non-
speech). While the VOT boundary exhibited the expected sensitivity to F1
onset frequency, neither nonspeech continuum evinced any reliable influence of
F1(-analeg) frequency op listeners' judgments. Pastore et al. (1981) recently
reported a \similar féliure to find equivalent effects of two different

secondary varlables (risé time and trailing stimuli) on VOT and TOT category
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bouﬁdaries. These results suggest that the context effect obtained in speech
does not have an auditory basis but is specific to the phonetic mode.
(However, see Footnote 7.)

An effect of vocalic context on the perception of stop consonant place of
articulation was investigated by Bailey et al. (1977). These authors
constructed two synthetic speech continua ranging from [ble+vowel to [d]evovel
by varying the transition onset frequencies of F2 and F3. The two continua
differed in the terminal (steady-state) frequency of F2, which was high in one
and low in the other. On each continuum, the transition onsets were arranged
80 that the center stimulus had completely flat- F2 and F3, while both
transitions rose in one endpoint stimulus to the same degree as they fell in
the other endpoint stimulus. When these stimuli were presented-to sudjects
for classification in an AXB task, it turned out that the category boundaries
were at different locations on the two continua, neither being exactly in the
center: one (on the continuum with the low-F2 vowel) was displaced toward the
(d] end, while the odher boundary was displaced toward the [b] end. Bailey et
al. wished to test whether this dJifference (a kind of context effect,

" especially when "rising vs, falling transitions" is considered the relevant

cue, rather than absolute transition onset frequency, which varied with
context) has a psychoacoustic basis. They pioneered in using sinewave analogs
for that purpose. The sinewave stimuli were presented in the same AXB
paradigm to a group of subjects that was subdivided afterwards according to
self-reports whether or not the stimuli were heard as speech. It jurned out
that those listeners who claimed to hear [b] and [d] had their category
boundaries on the two continua at different locations that corresponded to
those found with speech stimuli. The other listeners, however, who reported
only nonspeech impressions, had their boundaries close to the centers of both
continua, as one might predict on psychophysical grounds. This experiment
provided evidence that phonetic categorization is based on principles differ-
ent from those of auditory psychophysics. Presumably—although this was not
shown directly by Beiley et al.--the asymmetrical boundaries obtained with
speech stimuli were in accord with the acousﬁ:mracteristics of typical
stop consonants in these particular vocalic co '

Let us turn now to other context effects that are of special interest

because they involve segments not as obviously interdependent as stop conso-
nants and following vowels. One effect concerns the influvence of vocalie

context on fricative perception. If a noise portion ambiguous between [J ] and

[s] is followed by a neriodic portion appropriate for a rounded vogsl such as .

[ul, listeners are more likely to report "s" than if the following vowel is
unrounded, e.g., [a] (Kunisaki & Fujisaki, Note 5; Mann & Rep 1980; Whalen,
1981). A preceding vowel has a similar, but amaller effect (Hpsegawa, 1976).
In addition to roundedness, other features of the vowel (such 2s the front- -
back dimension) also seem to play a role (Whalen, 1981). Repp and Manm -

(1981a) also discovered a small but reliable effect of a following stop
consonant on fricative perception: Listeners are more likely to report "s"
when the formant transitions in the following vocalic portion (separated from

the noise by a silent closure interval) are appropriate for [k] than when they
are appropriate for [t]. . .

Several effects of context on the perception of stop consonants have been
discovered in recent experiments. Mann and- Repp (1980) found that, in
fricative-stop-vowel stimuli, listeners are more likely to report "k" when
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vocalic stimuli with formant transitions ambiguous between (t] and [k] are
preceded by an [s]-noise plus silence than when they are preceded by an [§])-
noise plus silence. They showed that the effect has two components, one due
to the spectral characteristics of the fricative noise (perhaps an aucitory
effect) and the other to the cate_ory label assigned to the fricative (which
myst be a phonetic effect). Subsequently, Repp and Mann (1981a) showed the
cbntext effezxt to be independint of the effect of direct cues to stop p.ace of
articulation in the fricative noise ¢ffset spectru (which proves that it is a
true context effect and not a trading relation), and they also ruled out
simple response bias as a possible cause. In a further experiment, Mann
(1980) found that, when stimuli ambiguous between [dal and [gal were preceded
by either [al] or [ar], listeners reported many more "g" percepts after [al)
than after [ar]., In experiments with vowel-stop-stop-vowel stimuli, Repp
(1978a, 1980a, 1980b) found various perceptual interdependences between the
two stops cued by the formant transitions on either side of the closure
.interval; in particular, perception cf the first stop was influenced strongly
by the second.

How are all these effects to be explained? Auditory explanations would
have to be formulated in the manner of the interaction hypothesis for trading
relations: The perception of the relevant acoustic cues is somenow affected
by the context. As in the case of trading relations, however, no plausible
mechanisns that might mediate such effects have begp suggested, and no similar
effects with nonspeech analogs have been reported so far. On the other hand,
reference to speech production provides a straightforward explanation of most,
if not all, context effects. Just as trading relations reflect the dynamic
nature of articulation (of a given phonetic segment), so are context effects
accounted fo- by coarticulation (of different phonetic segments). The articu-
latory movements characteristic of a given phonetic segment exhibi¢ contextual
variations that may be either part of the articulatory plan (allophonic
variation, or anticipatory coarticulation) or due to the inertia of the
articulators (perseverative coarticulation). Presumably, human listeners pos-
sess implicit knowledge of this coarticulatory variation.

Coarticulatory effects corresponding to the perceptual phenomena just
cited have been observed in most cases. Thus, it is well known that the
release burst spectrum of stop consonants varies with the following vowel
(Zuie, Note 6) in a manner quite parallel to the perceptual findings of
Liberman et al. (1952). Fricative noises exhibit a downward shift in
spectrum when they precede or follow a rounded vowel, due to anticipatory or
carry-over lip rounding (Fujisaki & Kunisaki, 1978; Hasegawa, 1976; Mann &
Repp, 198G), which explains the effect of vocalic context on fricative
perception, The formant transitions of stop consonants vary with preceding
fricatives (Repp & Mann, 1381a, 1981b) an<¢ 1liquids (Mann, 1980) in a manner
consistent with the corresponding percept:si effects. Thus, the available

-evidence suggests that most perceptual context effects are parallelled by
coarticulatory effects. The implication 13, then, that 1listeners expect
coarticulation to occur and compensate for its absence in experimental stimuli
by shifting their response criteria accordingly. For examp'e, if an [S]-like
noise followed by [u] is not sufficiently lcw on the spectral scale (as it
should be because of anticipatory lip rounding), it might be perceived as an
"s." Thus, the evidence is hig'..y persuasive that context effects, just like
traaing relations, reflect the iisteners' intrinsic knowledge oY articulatory
dynamics.
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» A critical test of the auditory vs, phonetic explanations of context
effects can again be performed with appropriate nonspeech analogs, or with
stimuli that can be perceived as either speech or nonspeech. 7Two such studies
(Bailey et al., 1977; Summerfield, in press) were discussed above. In a
recent experiment, I took an alternative approach (Repp, 1981a): Rather than
using nonspeech stimuli that can be perceived as speech, I used speech stimuli
(a portion of) which can be fairly readily perceived as nonspeech. Although
it is usually difficult to abandon the phonetic mode when listening to speech,
except in cases where the speech is strongiy distorted or poorly synthesized,
fricative-vowel syllables offer an opportunity to do 30 because they contain a
sizable segment of fairly steady-state noise whose auditory properties
("pitch,"” length, 1loudness) are relatively accessible. In my study, the
fricative noise spectrum was varied along a continuum from [J)-like to [s]-
like, and the vowel was either [a) or ([u], It was known from earlier
experiments (Mann & Repp, 1980) that listeners are more likely to label the =
fricative "s" in the contex. of {[u] than in the context of [a}. A secondary
cue to the [§)-[s) distinction was deliberately corfounded with the context
effect: The [a) vocalic portion contained formant transitions appropriate for
[§J1, #nd the [u] portion contained transitions appropriate for [s]; this
increased the differential effect of the two vocalic contexts on fricative
identification. (Thus, this experiment tested a context effect and a trading
relation at the same time.) The stimuli were subsequently presented in a same-
different discrimination task where the difference to be detected was in the
spectrum of the noise portion, and the vowels were either the same or
different, but 1irrelevant 1in any case. The majority of naive subjects
perceived these stimuli fairly categorically: Their discrimination perfor-
mance was pcor; the pattern of responses suggested that they relied on
category labels; and there were pronounced effects of vocalic context, just as
in previous labeling tasks. Two subjects, however, performed much better than
the others. Their data resembled those of three experienced listeners who
also participated in the experiment. Comments and introspections of these
sub jects suggested that they were able to typass or ignore phonetic categori-
zation and to focus instead on the spectral properties (the "pitch") of the

. fricative noise. The crucial result was that these listeners not only
performed much better than the rest (which supports the hypothesis that they
employed an auditory mode of perception), but that they did not show any
effect of vocalic context. These results were confirmed in a follow-up study
where naive listeners were induced (with some success) to adopt an auditory
listening strategy. Thase experiments demonstrate that vocailc context af-
fected the perceived phonetic category of the fricative but not the perceived
pitch quality of the noise. Therefore, the context effect due to the quality
of the vowel, as well as the cue integration underlying the contribution of
the vocalic formant transitions to fricative identification, must pe phonetic
in nature.

Speaker Normalization Effects

A -phenomenon related to the context effects Jjust discussed is that of
speaker normalization. In an experimental demonstration of this effect, the
perception of a critical phonetic segment is influenced, not by a phonetic
change in an adjacent segment, but by an acoustic change such as might result .
from a change in speaker. For example, a (roughly proportional) upward shift
of vowel formants on the frequency scale signifies that the speech signal
originated in a smaller vocal tract. (How listeners "decide" that the same
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vowel has been produces by & smaller vocal tract, rather than a different
vowel by the sw.e vocal tract, is an unresolved issue.) Such a change may
influence the perception of phonetic segments in the vicinity, as long as the
listener perceives the whole test utterance as coming from a single speaker's
vocal tract.

Althovgh speaker normalization is a well-recognized problem--_in speech
recognition research, there have been relatively few experinental‘SEﬁﬂtes*

Rand (1971) constructed stop consonant continua ranging from /b/ to /d/ to /8/

by varying the onset of the F2 transition of three synthetic two-formant
stimuli intended to represent, respectively, an /& produced by a large vocal
tract, an Ae/ produced by a small vocdl tract (differing from the former only
in F2 frequency), and an /&/ produced Ly a large vocal tract (differing from
the former only in F1 frequency). The results showed similar category
boundaries {expressed in terms of absolute F2 onset frequency) for the two
stimulus continua associated with large vocal tracts, but a shift towards
higher frequencies on the continuum associated with a small vocal tract. Rand
interpreted his findings as evidence for perdeptual normalizhtion, although
this may not be the only possible explanation.

In a more recent - study, May (1976) followed fricative noises from a
synthetic (J1-Us] continuum with one of two synthetic periodic portions,
intended to represent the same.%owel produced by two differently-sized vocal
tracts. The [§)-[s] boundary shifted as expetted: Listeners reported more
"s" percepts in the context of the larger voecal tract. Subsequently, Mann and
Repp (1980) ‘conducted a similar experiment in which synthetic fricative noises
were followed by vocalic portions derived from natural utterances produced by
a male or a female Speaker. The results replicated those by May. These
findings are ‘consistent with the fact that smaller vocal tracts  (females)
produce fricative noises of higher average frequency than large vocal tracts
(males) (Schwartz, 1968). '

*  To these results must be added the evidence from studies that have shown
speaker normalization effects due to "remote" context, i.e., due to other
stimuli in a sequence or to precursor stimuli o phrases (e.g., Ladefoged &
Broadbent, 1957; Strange, Verbrugge, Shankweiler, & Edman, 1976; Summerfield &
Haggard, 1975). They all demonstrate the same point: Listeners interpret the
speech signal in accordance with the perceived (or expected) dimensions of tne
vocal tract that produced it. Information about vocal tract size is picked up
in parallel with information about articulator movements; these are, respec-.
tively, the static and dynamic (or structural and functional) aspects of
articulatory ainformation. Speaker normalization effects are difficult to
explain in terms of a general auditory theory that does not makez reference to
the mechanisms of sp:ech production. Although some effects could, in princi-
ple, result from auditory contrast, interactions of -imilar complexity have
not yet been demonstrated in nonspeech contexts.

Rate Normalization Effects

The somewhat larger literature on perceptual effects of speaking rate has
recently been thoroughly reviewed by Miller (1981). Rate normalization, like
speaker normalization, is a kind of context effect, and it can be produced by
either close or remote context. Rate normalization is said to occur when the
perception of a phoretic distinction signalled by a temporal cue (i.e., by the
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duration of a stimulus por%ion, or by the rate of change in some acoustic
parameter) is modified after a temporal change is introduced in portions of
the context that are not :hemselves cues for the perception of the target
segment, L.

Only a few representative findings shall be mentioned here. Miller and
Liberman @979) examined tiie stop-semivowel distinction (/ba/-/wa/), cued by
the duration and rate of the initial formant transitions, and found that the -
category boundary shifted systematically with the duration of the vocalic

portion (i.e., of the whole stimulus). A corresponding shift of the discrimi-
nation peak in an oddity task was reported by Miller (1980). This effect may
have an auditory basis, for it has not only been found in human infants (Eimas
& Miller, 1980) Wut also with analogous nonspeech stimuli (Carrell, Pisoni, &
Gans, Note 7). However, it may also be argued that simple durational
variation is not sufficient to create variations in perceived speaking rate.

Fitch (1981) recently attempted to dissociate information about speaking
rate from phonetically distinctive durational variation. The phonetic dis-
tinction studied was that bztween [dabil -arid [dapil, as cued by the duratinn
of the first stimulus portion ([dab] or [dap]). By manipulating the duration
of natural rtterances produced at different rates, she was able to show that
speaking rate had a perceptual effect separate from that of physical duration.
Thus, the information about speaking rate Seems to be carried, in part, by
more complex structural variables, such as the rate of spectral change in the
signal. Soli (in press) has recently obtained similar results in a thorough
investigation of cues to the ([jus]-[{juz] distinction. These tindings are
considerably more difficult to explain by psychoacoustic principles.

The most convineing instances of rate normalization derive from Sstudies
that varied remote context. The perception of a variety of phonetic distinc-
tions is sensitive to the perceived rate of articulation of a carrier sentence
(e.g., Miller & Grosjean, 1981; Pickett & Decker, 1960; Summerfield, 1981).
Miller and Grosjean (1981) showed that the articulation raté of the carrier
sentence was more important than. its pause rate; even though the critical
phonetic contrast ("rabid"-"rapid") was cued primarily by the perceived
duration of a silent interval. Findings such as these suggest that speaking
rate is a rather abstract property whose perceptior requires an appreciation
of articulatory and linguistic variables (cf. also Grosjean & Lahe, 1976).
Summerfield (1981) has shown that the rate of a nonspeech carrier (a melody)
does not affect speech perception, confirming that the listener's rate
estimate must derive from speech to be relevant. '

These findings are Jjust a sampling bf a much larger literature on
per:eptual adjustments for speaking rate (see Miller, 1981)., Whether or nrct
there are corresponding contextual effects in The Jjudgment of auditory
duration is not known (except for the above-cited study by Carrell et al.,
Note 7), although there is some plausibility in the hypothesis that the
durations of adjacent or corresponding auditory intervals are judged relative

- to each other. Perhaps because this hypothesis seems more plausible than

possible auditory explanations o. other context effects in speech, there have
been few attempts 30 far to simulate speaking rate effects using nonspeech
analog stimuli. However, there is some evidence that even simple durational
changes may be interpreted differently in speech and nonspeech modes. Smith
(1978) presented two identical syllables in succession and varied their
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relative durations. Listeners had to judge either which syllable was more
stressed (a linguistic judgment) or which syllable was longer in duration (an
auditory judgment). The two kinds of judgment diverged: Stress judgments
exhibited a ten-dency for the first syllable to be judged stressed, whereas
duration judgments showed no such bias. These results indicate that the
linguistic function of acoustic segment duration cannot be directly predigcted
from auditory judgments of that duration. - Presumably, in speech perception,
acoustic segment duration is interpreted, as are all other cues, within a
framework of tacitly known articulatory patterns and constraints, such as the
well-known lengthening of a final syllable (Klatt. 1976).

Sequential (Remote) Context Effects

Context effects due to preceding and following stimuli in a test sequence
are a ubiquitous phenomenon and well-known also in auditory psychophysics.
They include effects of neighboring stimuli (preceding and/or following a
target stimulus), as well as effects due to a whole Series of preceding
stimuli, referred to variously as selective adaptation, anchoring, range, or
frequency effects. Even though these effects are clearly not in any way
specific to spsech--and speech stimuli are by no means immune to them, as was
once believed witn regard to anchoring (Sawusch & Pisoni, 1973; Sawusch,
Pisoni, & Cutting, 1974)--the pattern of the data obtained for speech may
nevertheless exhibit peculiarities not observed with nonspeech stimuli. The
most Striking of these is, of course, the relatjve stability of phonetic
boundaries. Althqugh all boundaries can be sfifted to some extent by
contextual influences, most boundaries do fot change very much. (Isolated
vowels are a significant exception-~-see below.) Presumabiy, this is so because
listeners have internal criteria based on tHeir long experience with speech,
and especially with their native tongue. IQ might be argued that phonetic
boundaries are stable because they coincide with auditory boundaries of some
sort. However, the evidence for such a coincidence is not convinecing (see my
earlier discussion of categorical perception), and nonhuman subjects seem to
exhibit much larger range-contingent boundary shifts for speech stimuli than
adult human subjects (Waters & Wilson, 1976).

Another example of an interesting discrepancy between speech and non-
speech is provided by the pattern of vowel context effects. Repp et al.
(1979) found not only that isolated synthetic vowel stimuli presented in pairs
exhibit large contextual effects (as shown earlier by Fry, Abramson, Eimas, &
Liberman, 1962; Lindner, 1966; Thompson & Hollien, 1970; and others), but also
that backward contrast (the influence of the second stimulus on perception of
the [irst) was stronger than forward contrast (the influence of the first_
stimulus on perception of the second). These results become-interesting in
the light of later findings that nonspeech stimuli show (surprisingly) mueh
smaller coutrast effects than isolated vowels and no (or the opposite)
difference between forward and backward contrast. Healy and Repp (in press)
obtained these results by comparing vowels from an [i]-(I] continuum with
brief nonspeech "timbre" stimuli (single-formaﬁt resonances of varying fre-
quency, labeled as "low" or "high"). Fujisaki and Shigenc (1979) also
compared vowels with timbre stimuli{ that, however, had the same duration, and
still found a large difference in the magritude of contrast effects, and
larger backward than forward contrast for vowels only. Shigeno and Fujisaki
(Note 8) compared phonetic category Jjudgments of vowels varying in spectrum
with piteh judgments of a single vowel varying in FQO. While the former
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condition replicated earlier findings (large contrast effects, more backward
than forward contrast), there were no contrast effects at all in .the latter
condition, While it seems possible that an auditory explanation of these
- results will eventually be found, the peculiar flexibility of vowel perception
may also be grounded in the special status of vowels ss nuclear elements in
the speech message, Perhaps, the modifiability of vowel perception corres-
ponds to the remagkable contextual variability vowels exhibit in the speech
signal. v

Other Perceptual Intearatioﬁ Effects

discussion of evidence for a phonetic mode of perception would not be
complete without mention of two strands of research that make a particularly
important contribution. Thev both deal with the integration of cues separated
not in time but in space or even occurring in different modalities.

Duplex Perception

Duplex perceptiorn is the newly coined (Liberman, 1979) name for 3§
phenomenon originally discovered by Rand (1974) and described earlier in thisd
pganer: An isolated formant transition presented to one ear simultaneously
with the "base" (a synthetic CV syllable bereft of that formant transition) in
the other ear is perceived as a lateralized nonspeech "chirp" although, at the
same time, it contributes (presumably, by some process of central integration)
t the perception of the syllable in the other ear.” The phenomenon by itself
8 #s that the same input may be perceived in auditory ard phonetic modes at
the .s: 2e time: the transition is auditorily segregated, yet phonetically
integrated with the base. Several recent studies show that various experimen-
tal variables affect either the auditory or the phonetic part of the duplex
percept, but not both.

Thus, Isenberg and Liberman (1978) varied the intensity of the isolated
transition. The subjects perceived changes in the loudness of the chirp, but
they could not detect any change in the loudness of the syllable in the other
ear, even though they perceived the phonetic segment specified by the

. transition. Liberman, Isenberg, and Rakerd (1981) immediately preceded the
base with a fricative noise appropriate for-(s], which (in the absence of any
intervening silence) inhibited the perception of the stop consonant ([p] or
Tt]) that the base in conjunction with the transition in the other ear
otherwise would have generated. Listeners found it difficult to discriminate
[s]+{pa) and [s}+[ta) as long as they attended to the side on which the speech
‘was heard, for both stimuli sounded like [sa). However, their discrimination
of (pl-chirps from [t]-chirps in the other ear was highly accurate, Recently,

i Mann, Madden, Russell, and Liberman :1981) used the duplex perception paradigm

| to examine further the effect (discovered by Mann, 1980) of a preceding liquid
on stop consonant perception. When the syllables [al) or [ar] preceded the
base of a stimulus from a {tal-[{ka] continuum, the context effect was obtained
in ophonetic perception (more [ka] percepts following [all) while the percep-
tion of the isolated transition in the other ear was unaltered.

Effects similar to duplex perception have been reported, where some

nonspeech stimulus in one ear affected phonetic perception in the other ear
while retaining its nonspeech quality. For example, Pastore (1978) found
tha*t when the syllable [pal in one ear was accompanied by a burst of noise in
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the other ear, phonetic perception changed to [tal. Apparently, the noise--
even though it did not nave the appropriate timing, duration, and envelope--
was interpreted by listeners as a (tl-release burst and' was integrated with
the syllable in the other ear. There is no doubt, however, that listeners
nevertheless continued to hear a nonspeech sound in the ear in which the noise
occurred. The finding of Repp (1976) that the piteh of an isolated vowel in
one ear affects the perception of the voiced-voiceless distinction for stop-
consonant-vowel syllables in the other ear may be taken a® another instance of
duplgx perception. Presumably, listeners cuuld have accurately judged the
pitch of the isolated vowel without destroying its phonetic effect.

Duplex perception phenovmena provide evidence for the distinction between
auditory and phonetic modes of perception. They show that the auditory mode
can gain access to the input from individual ears while the phonetic mode,
under certain conditions, operates on the combined input from both ears. The
"phonological fusion® discovered by Day (1968)--two dichotic utterancesaguch
as "banket™ and "lanket" yield the percept "blanket"--is yet another exahiple
of the. abstract, nonauditory level of integration that characterizes the
phonetiv mode.

Audio-Visual Integration

Perhaps the most important recent discovery in the field is the finding
of an influence of visual articulatory information on phonetic perception
(McGurk & MacDonald, 1976; MacDonald & McGurk, 1978; Summerfield, 1979). Of
course, it has been known for a long time that 1lip reading aids speech
perception, especially for the hard of hearing, but only recently has it
become clear how tight audj -visual integration can be. McGurk and MacDonald
(1976) presented a video display of a person's face saying simple CV syllables
in synchrony with acoustic recordings of syllables from the same set, When
the visual and auditory information disagreed, the visual information exerted
a strong influence on the sub jects' percepts, primarily due to the readily
perceived presence vs, absence of visible 1lip closure. Thus, when a visual
/da/ or /ga/ was paired with an auditory /ba/, subjects usually reported
/da/ .8

The interpretation of this finding is straightforward and of greac
theoretical significance, Clearly. sub jects somehow combine the articulatory
information gained from the visual display with that gained from the acoustic
signal. In Summerfield's (1979) words, "optical and acoustic displays are co-
perceived in a common metric closely related to that of articulatory dynarics"
(p. 314). This pheuomenon provides some of the strongest evidence we have for
the existence of a speech-specific mode of perception that makes use of
articulatory, as opposed to general auditory, information. The common metric
of visual and auditory speech input represents a modality-independent, presum-
ably articulation-based level of abstraction that is the likely site of the
integration and context e‘fects reviewed above. Phonetic perception in the
auditory modality (when 3peech enters through the ears) is likely to be in
every sense as abstract as it is in the visual modality (when articulatory
movements are observed directly).

In a recent ingenious study, Roberts and Summerfield (1981) .used the
audio-visual technique to demonstrate that selective adaptation of phonetic
Judgments is a purely auditory effect. Although conflicting visual informa-
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tion changed the listeners' phonetic interpretation of an adapting stimulus,
it had no effect whatsoever on the direction or magnitude of the adaptation
effect. Besides its implications for the selective adaptation paradigm
(cf. also 3awusch & Jusczyk, 1981), this elegant study provides further
evidence for the autonomy of phonetic perception.

Disruption of Perceptual Integration

As was pointed out in the discussion of speaker normelization effects, a
simulated change in vocal tract size (ur in any other speaker characteristic,
such as fundamental frequency) must not disrupt the perceptual coherence of an
utterance if a normalization effect shall be observed. In the case of formant
transitions leading into a vocalic stimulus portion, or of an aperiodic
portion (fricative noise) 'being followed by a periodic portion, perceptual
coherence is easily maintained when the formant frequencies of the vowel are
changed. However, when two periodic sign@dl portions appropriate to different
vocal tracts are juxtaposed, a change in Mpeaker may be perceived, and this
may lead to the disruption of whatever perceptual interactions (trading
relations or context effects) may have taken place between the two periodic
signal portions. There are several examples of this phenomenon in the recent
literature. "

For example, Darwin and Bethell-Fox (1977) showed that, by changing
fundamental frequency abruptly at points of transition, a speech stimulus
originally perceived as a smooth alternation of a 1liquid consonant f{or
semivowel) and a vowel could be changed into a train of stop-vowel syllables
perceived as being produced in alternation -by two different speakers. The
manipulation of FO signalled a change in source and thus "split" the formant
transitions into portions that effectively became new cues, signalling stop
consonants rather than liquids or semivowels.

Dorman et al. (1979: Exp. 6) studied a situation in which the percep-
tion of a syllable-final stop consonant depends on whether or not there is a
sufficient period of (near-)silence to indicate closure. An utterance such as
/babda/ 1is generally perceived as /bada/ if the stop closure interval is
removed, Dorman et al. found, however, that when the first syllable, /bab/,
is produced by a male speaker and the second syllable, /da/, by a female
speaker, the syllable-final stop in /bab/ is clearly perceived. Because of
the perceived change in speakers, listeners no longer recognize the absence of
a closure interval; the critical syllable-final stop is now in utterance-final
position. Interestingly, two subjects who reported that they did not notice a
change in speaker, also failed to perceive the syllable-final stop consonant
in the absence of closure.

Conversely, an interval of silence in an utterance may lose its perceptu-
al value when a chaage of speaker is perceived to occur azross it (Dorman et
al., 1979: Exp. 7): When silence is inserted into the utterance "say shop"
immediately preceding the fricative noise, 1listeners report "say chop®.
However, when "say" is spoken by a male voice and "shop" by a femzle voice,
this effect no longer occurs; the silence loses its phonetic significance, and
the second syllable remains "shop."y

This effect was further investigated by Dechovitz, Rakerd, and Verbrugge
(1980) who varied the perceived continuity of the test utterance "lLet's go
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shop (chop)™ by having speakers produce either the whole phrase or just "Let's
go." Silence inserted (or removed from) between the "go" and the "shop (chop)"
of a continuous utterance had the expected effect on phonetic perception:
"shop" was perceived as "chop" when silence was present, and "chop" wes
perceived as "shop" when there was no silence. However, when the "Let's go"
with phrase-final intonation was followed by either "shop" or "chop" from a
different production, there were no such effects: "shop (chop)" remained
"shop (chop)." Intei'estingly, these authors found that a change of speaker
from female to male between "Let's go" and "shcp (chop)" did not disrupt
perceptual integration as long as the "Let's go" derived from a continuous
utterance of "Let's go shop (chop)." Thie finding is in apparent contradiction
to that of Dorman et al. (1979) described in the preceding paragraph.
Dechovitz et al. interpreted it as showing that dynamic information fcr
utterance continuity may override a perceived change in source (despite the
concomitant auditory discontinuities). If this interpretation is. correct, it
may point to another instance where purely auditory principles fail to explain
phonetic perception. Some of the variables that determine the perceived
continuity of an utterance are likely to be auditory (ecf. Bregman, 1978);
however, there may also be speech-specific factors that reflect what listeners
consider plausible and possible in g:e dynamic context of natural utterances.

-
<

CONCLUSIONS

The findings reviewed above provide a wealth of results that, in large
measure, cannot be accounted for by our current knowledge of auditory
psychophysics. Although there remains much to be learned about the perception
of complex auditory stimuli, some trading relations and context effects seem a
priori unlikely to reflect an auditory level of interaction, and at least
cne--audio-visual integration--simply cannot derive from that level. While
efforts to delineate the role of general auditory processes™in speech
perception should certainly continue, it may be predicted that this role will
be restricted largely to ihe perception of nonphonetic stimulus attributes.

This is not to say that auditory properties of the signal are not the
basic carrier of the linguistic message. However, auditory psychophysics
gains knowledge about the perception of *.aese properties in large part from
listeners’ judgménts in psychopnysical experiments, and these judgments are
made in a different frame of reference from the judgments of speech. Audivory
variables, but not auditory judgments, are the basis of phonetic perception.
Even those limitations imposed by the auditory system that have to do with
detectability and resolution may rot play any important role in phonetic
distinctions. For instance, there is no reason why phonetic category boundar-
ies could not be placed at suprathreshold auditory parsmeter settings tnat
seem arbitrary from a psychophisical viewpoint but are well motivated vy tae
articulatory and acoustic patterns that characterize a given language. And
even though phonetic and auditory boundaries may sometimes coincide, tiere is
the more fundamental question whether Such "boundaries"™ play any role in the
perception of natural speech, cdnsidering the fact that natural speech is
* different in a number of ways from the artificisl stimuli employed in speech
discrimination tasks. While the objection of ecologically invalid stimuli
extends to most of the studies reviewed jn .his paper, the present emphasis
has been on processes c” perceptual inTegration that promise to be more

general than static concepts such as boundary locations.
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Two possible criticisms of the research reviewed herc should be
mentioned. One is that nearly all studies demonstrated perceptual integration
in situations of high uncertain.y produced by ambiguous settings of the
primary cue(s) for a given phonetic distinction. The perceptual integration
observed may have been motivated by that ambiguity. In that case, it may be
that perceptual integration does nc* occdr to the same extent in natural
Ssituations, where the primary cues are often sufficient for accurate phonetic
perception.

The other criticism is that, although the trading relations and context
effects rTeviewed here have been d€7aribed as complex interactions between
separate cues, it may well be that these cues do not function as perceptual
entities that are "extracted" and then recombined into a unitary phonetic
percept (cf. Bailey & Summerfield, 1980). In that view, cues serve only
descriptive purposes; the perceptual interactions between them can be under-
stood as resulting from the listeners' apprehension of the articulatory events

'they convey. While cues (i.e., acoustic segments) are indispensable for

describing how the articulatcry information is represented in the signal, we

need not postulate special perceptual processes that censtruct or derive the
articulatory information from these eciementary pieces. Rather, the articula- -
tory information mey be said to be directly available (Gibson, 1966; Neisser,

1976). This is an attractive proposal; however, we ahould not forget that

there are real questions to be answered about the mechanisms that accomplish

phcnetic perceptiun and that we know so woefully little about at present. If

cues and their interactions have no place in a description of these mechan-

isms, we are faced with the more fundamental problem of finding the proper

ingredients for a model of speech perception.

There ‘i3 reason to believe that the irnformation processing approaches
currently in vogue are not likely to lead us very far in that regard. To
understand how our ¢ rceptual systems work, we need to understand how a
complex biological system (our brain) integrates and differentiates informa-
tion, how it is modified by experience, and how the structure of the input
(i.e., the environment) gets to be represented in the system. These are
complex biological questions whose solution will not come easily. Computer
analogies are largely tautological and distract from the fundamental biclogi-
cal and philosopnical problems that lie at the heart of the problem of
perception (see, e.g., Hayek, 1952; Pisget, 1967; Studdert-Kennedy, in press,
Note 9). In a particularly enlighiening discussion, Fodor (Note 10) has
recently argued for the modularity of the speech (and language) system, i.e.,
for its specificity and relative isclation from other perceptual and cognitive
systems, He also pointed out that it is precisely such modular systems that
we have some hope of understanding, whereas explanations of perception 1in
terms of general principles remains interminably ad hoc. Thus, we should not
be surprised to rind tnat speech perception is accomplished by means entirely
particular to that mode., The problem of how to investigate and describe those
means will keep us busy for some time to come.
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FOOTNOTES

IA rule of thumb for distinguishing a trading relation from a context
effect is that the phonetic equivalence resulting from a trading relation is
strong in the sense that two phonetically equivalent stimuli (syllables or
words) are cdifficult to teil apart (Fitch et al., 1980), whereas the phonetic
equivalence produced by t*rading a critical cue ~gainst some contextual
influence is restricted to the target segment, as itj,always invdlves a readily
detectable change in one cr more contextual segments, To the extent that a
change in context (e.g., vowel quality) also modifies critical cues (e.g.,
formant “ransitions), context effects may sometimes include disguised trading
relations.

: ?:~

2'l'he attempt to define 1integrated cues must be distinguished from
independent efforts to represent the speech signal in a way that takes into
account peripheral auditory transfornations (Searle, Jacobson, & Rayment,
1979; 2Zwicker, Terhardt, & Paulus, 1979). Such representaticns are, of
course, very useful and may lead 40 the redefinition of some cue!d'houever,
they do not, by themselves, solve the problem of cue definition.

31n essence, ‘this kind of study investigates whether multilimensionally
varying speech stimuli are perceived categorically. Traditional studies of
categorical perception have been exclusively concerned with stimuli varying on
a single dimension, or varying on .several dimensions in a perfectly correlated
fashion., Note that, in these studies, physically different stimuli from the
region of the category boundary are not phonetically equivalent--they have
different response distributiofis. As soon as two or more cues are varied,
however, pai f ph@petically equivalent stjguli can be found for any given
response digzrib\ ion Thus, the influence of phonetic categorization on
discriminatién JhQEEents can be factored out, at least in principle (see
Footnote 4),

\

uTo produce precise (r\\ver than just average) phonetic equivalence, it
would not only be necessary [to take into account the fact that individual
listeners shpw trading relatiﬁna of varying magnitude but also that (covert)
labeling responses may change ‘in the context of a discrimination task (Repp et
al., 1979). \Thus, the stimulus parametérs would have to be adjusted separate-

"ly for each\listener, based on labeling data collected with the stimulus

sequences of ‘the discrimination task. This procedure would optimize the
opportunity td verify the prediction that stimuli 1in the conflicting-cues
condition are

'more difficult to discriminate than those in the cooperating-

cues.conditiof, with the single-cue condition- in between. However, this order
of difficultylis likely to obtgin also when the choices of parameters are less
than optimal. X )

5Host 1nte5é§3;:?i%,ﬁ:€he only ‘completed study (so far) of a trading
relation in human ants %& Eim/ Note 4) has yielded a positive
resuit: The boundary on a V ] tinugy was significantly affected by the
duration of the formant transiti _@’variable that is confounded with F1
onset frequency (cf. Summerfield & gard;” 197TT. Kuhl & Miller (1978)
obtained a similar result with chinchillas. This trading relation, at least,
appears to be of auditory origin, even though the principle involved is not
yet clear. It seems likely, though, that not all trading relations will
follow this, pattern. .
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6‘l'hat. the- subjects focused on one cue only was a strategy furthered by
the AXB classification task of Best et al. In a different paradigm, the
subjects may pay attention to both cues at the same time (cf. Repp, 1981b).
The important point is that, in the auditory mode, the cues are not integrated
into & wunitary percept, so that listeners may choose between selective-
. attention and divided-attention strategies.

" Tin that connection, the study of Simon and Fourcin (1978) might be
mentioned, which showed that the trading relation between VOT and F1 transi-
tion trajectory as cues to stop consonant voicing emerged at age 4 in British
children but was absent in 2- and 3-year olds. Recently, however, Miller &
Eimas (Note 4) found a related trading relation (between VOT and transition
duration) in American infants. This conflict needs to be resolved.

81 have experienced this effe myself (together with a number of my
colleagues at Haskins) and can copfirm that it is a true perceptual phenome-
non, not some kind of inference 6r bias in the face of conflicting informa-
tion. The observer .really believes that he or she hears ﬁat, in fact, he or
she only sees on thée screen; there is little or no awareness of anything odd
happening. However, the effect is not always that strong; its presence and
strength depend on the particular combination of syllables, in a way that can
also, in part, be explained by reference to articulation. It is strongest
when the visual information makes the auditory information impossible in
articulatory terms. The details of the effect and of the relevant variables
remain to be investigated,

IThese experiments concern the disruption of perceptual integration of
cues. However, context effects can presumably be similarly blocked by a
change in appgrent source. Diehl, Souther, and cConvis (1980) recently
reported a study in which a rate normalization effect (of a precursor on the
/ga/-/ka/ distirction) was eliminated by a change of voice. Unfortunately,
their data were not entirely consistent and call for replication.

«
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TEMPORAL PATTERNS OF COARTICULATION: LIP ROUNDING®

Fredericka Bell-Berti+ and Katherine S. Harris++

Abstract. According to some theories, anticipatory coarticulation
occurs when phones for which a feature is unspecified precede one
for which the feature is specified, with consequent migration of the
feature value to the antecedent phones. Carryover coarticulation,
on the other hand, 18 often attributed to "articulatory sluggish-
ness." In this paper, EMG evidence is provided that this formulation
is inadequate, since the beginning of EMG activity associated with
vowel 1lip rounding is independent of measures of the acoustic
duration-of adjacent consonants. We suggest that the often noted
vowel-rounding gesture simply co-occurs during predictable intervals
with portions of preceding and following lingual consonant articula-
tions.

INTRODUCTION

A central problem iu. understanding the relationship between sSpeech
production and perception is the disparity between the perceptual representa-

-tion of speech as a series of discrete events, composed of partially

commutable elements, and the acoustic representation as a continuously varying
stream, without obvious phonetic segment markers. This acoustic stream 1is
generated by the activity of the several articulators, whose activity is
apparently continuous and context dependent. Many theories of coarticulation

attempt to solve the problem of context sensitivity by positing some kind of

speech synthesis prccess that occurs in production, and allows the fitting
together of the discrqf@‘units into the continuous stream. .The task of the
theorist, then, is to write the ad justment rules.

In a widely cited theory of anticipatory coarticulation, Henke (1966)
provides a fairly typical formulation. Each phone in an articulatory string

*In press, Journal of the Acoustical Society of America. Some of these data
were presented at the 96th Meeting of the Acoustical Society of America,
Honolulu, Hawaii, November 1978 [Journal of the Acoustical Society of
America, 64, S92(A), 1978], and at the 97th Meeting of the Acoustical
Society iof America, Cambridge, Massachusetts, June 1979 [Journal of the
Acoustical Society of America, 65, s22(a), 19791,

+Also St. John's University, Jamaica, New York 11439,

++Also The Graduate School, The City University of New York, New fork, New
York 10036. ,
Acknowledgment. This work was sSupported by NINCDS grants NS-13617 and NS-
05332 and BRS grant RR-05596 to the Haskins Laboratories.
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4 45 !

-




is conceived as composed of a bundle of articulatory features. Anticipatory
coarticulation occurs when phones for which a given feature is unspecified
b(ecede one for which the feature is specified, with consequéent subjection of
the sntecedent phones to the feature value of the following phone. Since time
is unspecifie. in the theory, the temporal duration occupied by the string of
antecedent phones is presumably irrelevant; all will acquire the same feasture
value,

It has been claimed by Fowler (1980) that all 3uch theories of coarticu-
lation belong to the class of extrinsic timing modela of speech production.
Such models assume that the dimension of time is excluded from the speeifica-
tion of a phonological segment in the motor plan for the utterance. In
Fowler's view, such accounts must therefore necessarily fail to explain or
predict coarticulation, While one may or may not accept her argument in its
larger theoretical framework, we believe that purely substantive evidence can
be marshaled against such phonological segment theories as a class.

In an earlier report (Bell-Berti & Harris, :979) we Arovided evidence
that this formulation is inadequate, and have elsewhere suggpsted an alterna-
tive hypothesis (Bell-Berti, 1980; Bell-Berti & Harris, 198+). Specifically,
we found that if a rounded vowel was preceded 5y one or two consonants
presumably unspecified for rounding, the electromyoéraphie activity associated
with rounding began a constant time, rather t*an a constant number of
segments, before the onset of the vowel.

The present experiment was designed to extend the earlier one in several
ways. First, we have examined both anticipatory and carryover coarticulation
of lip rounding. Often, "articulatory sluggishness™ explanations are proposed
for carryover coartiiculation while "planning® explanations are proposed for
anticipatory coarticulation (e.g., MacNeilage, 1970;. However, if both anti-

N\ory and carryover et‘fect.s appear to be guided by the same articulatory
ules®, disparate explanations for these two effects scem less plausible,

Secondly. we have examined the special case in which coarticulation
occurs from one vowel to another vowel, where both vowels are rounded and are
separated by intervening consonants without rounding specification. In sush
cases, it has been shown that a "trough" will occur--that s, EMG activity
will be reduced at some point in the vowel-to-vowel period. This situation
is, of courae, not explicable by the type of model of coarticulation
egempl ified by Henke's, as we {Bell-Berti & Harris, 1974} and others fe.g.
Gay, 1978) have pointed ocut. . :

Thirdly, we extended the design of the experiment to include ionger
strings of consonants preceding or foilowing the rounded vowel than the
original maximum of ktwo-element clusters, We agl3o increased the subiect pool,
and included subjecis naive to the purposes of the experiment.

Fourthly, we checked the 3subjects to see i7 orblcularis oris a‘tivity
pecurred for segment sequences for which no lip rounding wa3 specified, In a
theory like Henk='s, it i3 assumed that a feature, 3Such a3 l1p rounding,
spreads from a phone for which it 13 specified, Lo Lhe preceding phones f{ar
which it 13 not. If the preceding phones carry a4 specification far the
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feature, the experiment providss no test of the theory. Earlier satudies
{Daniloff & Moll, 1968) have been criticized by later authors (Benguerel &
Cowan, 1974) for possible design flaws of tihts type. For the experiment
described here, we assume thst the alveolars, especially /3/, are neutral with
respect to rounding. Hence, we would expect that in sequences of the form
/isi/, no EMG evidence of rounding would be observed, since the vowel /1/ 1is
traditionally characterized as spruid, and the consonant /s/ is not tragitiof-
ally characterized with respect ic lip rounding { Bronstein, 1960)., Howsver,
since tradlticnéi descriptions are: often incomplete concerning {.ne-grajineg
articulatory detail, 1t seemed worthoehile Lo make an explicit check of lip
activity duryng the sequence /1si/ {&ur each speaker.

A3 in lhe previous study, we Lavée used an electromyographic indicatar of
rounding, the agtivity of the crbicuiaris oris muscle. The relationship
between orbicularis oris activity and vowel rounding s well documented by a
nuwber of studies {Harris, Lysaught, & Scnvey, 1965; Froemkin, 1966; Tatham &
Morton, 1968; Sussman & Westbury, 19813,

T

METHODS

Speech Materials

The experimental speech materials were Lwo-word phrases spoxen within the

IaTrizr phrass *It's 3 __ 8gain." The ifst word was one Trom the et
"iee, lease, leased, 100, i00%e, i303ed," while the Second word was sne from
the set “tool, stool, teal, steel.™ All utterances whose second word was
2ither "tool™ or "stooi’ will %e called the manticipatory” set in the
discussion below, Since they were designed to examine paticipatory lip
rounding., Conversely, Lhose utterances whose firat word was "ilco,” "lonse.”
or "iocosed®™ ang whose second word was “teal® or "steel™ wiii De called the
Tcarryover® set,

In agditon Lo these eighteen .xperimental ulterances {12 in the anticipa-
Lory ant six in tne carryover sets!, we examired an additional group Lhat
inzioded "lee te2l”™ afd "lee 3e3l." Lo determine whelher a speaker producesd
2ither or Doth of the alveolar consonants 7t/ or 7%/ with orbicularis aris ENG
aclivily, in the absence 57 a8 rounded vowej,

The experimenlal Jtlerances were placed in randomized lists that included
a3dit5ynal items intended as foiis., Five sSubjects read the randomized 1i3vs
delii T4 o 1R repetilions af each experiméntal utteérance had besn recorded.
A aixin asblect produced only ten repetiticnd of sach ullerance type .
SUD ety w2re ASKAT '3 re3d the sentences {rom an orihographisc representation,
It g, prodeted Lthe phanelic xequences saturgl 1o the worg comlingl iinsg ..

. . - 3 5 R 1 = " A1 0
gL, iUl ratter tngn {1130 tyull Tor “lagaes vaoi
Gl ety
Five 21 fre 351 z2ub'ecla of unp FR{ECIMEnT Wit e fglee L T LU ifrded
Lhe drath o aLblesl | Wns genlcr st Ror, nad 61%C Dot a1 ALY ert g m he previcooa
3Ly, Three 3 Wne {ive nalye Sul Iecls showed 200w ily in FhiZ LIArIR ori
s - ¥t s - . s 25 it P &gy -
#3837 ated wilh e produrtion Sf C87 40 3pres? vcwer, AR ironments henoe
thalr ata weve not furlher @na.yIed. A1 of the b lect s wnoar fata v e
frejentled nere o are Sgrgderi Sl sl oated redter Meleoooe ot ae New 1oex LT,

tngtlish,

T
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1860 msec
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Figurs .

. ‘\ , 91

0 700meec

4) 3ample vaveform of one token of the ulterance type “lemas lL0ol™
for JubJect FBB, with oconsonant onsel time (oonsonant string
duration) indicated. ©) Ensesble-average ING aotivity from the
orbicularis, oris auscle, for all tokens of “lease tool.” for
subject FBB., ENG nnset time, at 5% of bDaseline-to-pesk aaplitude,
is indicated al 16) ssec before /U/ relesse. .

Acoustic Waveform
(single tokén)

Orbicuiaris oris
cveraged EMG
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MG potertials wers recorged froe seversl placédentis on Lhe superior end
inferior orbicularis oris muscles for ssoh subject, using surfase electrodes
similar to those descrived by Allen, Lubker, snd Harrison (1972}, The
electrodes ware applied to the berwilllion border of the 1193, and spaced about
» Kaif centimeter ‘apart. The EMG signals were recorded sisultankously with
the audir and olodk signals on a sulti-chansel N tape recorder. In later
anelyses, the chsanel ynldln; the ENG signal with the lacgest aeplitude was
chosen; in all 2sses, this was a superlor iip placesent., Signals from the
iower lip placements dig snoy appear to bes qualitatively different, Dut Nad a
lower sigznalato~noise ratic.

ASOUBLIC Sessuresents. The acouslic recordings from sach of the thrae
SUD Jechs wioBe 438 were subjected (o dJetaiisd analysis were algitized amd
sfdlyved using an oscillographic display of tke digitized waveform, For each
2f the 1 two-word tost ulterances, tne durations of the /7lvs and /¥%
Ssquences were masgsured for each of the ten Lo elghlesn repetitions. as were
the durations of /8/ friction and /t/ gclosure and aspiration., Average
durations of the /1V/, /¥1/, ond corsonanrt saguences were calcuiasted froa Lne
individua] toxen gsasurements

Reference points were chisen for ajigning tokeny of sach Jgtuﬁxka Lyes

- #WWWW

tha 12 sambers . ne anticipatory et was the release of the /t/ before /.

for the carryover ast. It was the zomant of /t/ closure ¢r the .peglaning of

8 friction {mmedist aly afser 7w/ {(Figure a}.
* : "

£ measurements. The Pl waveforss for each electrode position [chan. .

ael) ang pllerance repeLilion yere rectiflied, Iistegreted (5 ®8ec, hardware
integration?, end Jigitized. The sigoals wers mecothad, usting » 3I5-ms5ec
trisngular window, and the a93emble dverage was calculated Tor eacn utierance
and channel from the integrated PMG uaveforms.! after aligning ali toens at
the refetdace poinl I16 the scoustic wavefors, These signal recording And
processing tecrrigues nave been 423¢ribed 1n a#13ii elaswhere (Kawiey-Fort,
Wy . ’

. .

-

© Using the efisesble averages, wr delermined Lne Ddeglaning of ordicuiaris
Gris sctivity for the utlseranhes in Lhe antj=ipatnry aet, and the end of Lhi
#etivity for lhe utierances in the Carfyover sel. For the anll-ipatory 3et
ttyramges, the bdeginning of sctivity wes defined 2% the time at which
orojculsris oris ENC sctivity reached 5% of 1ts marimun amplitude.2 An exampln
of sn enambiz- average of ones utterance, (rom the data of sudjegt FBB, 13
showt In Figure 1h, with this onset time jsdicealed, VY.# the ~arrycver 3set,
LEs 613 97 activily. wa3 defined &8 the tissm af which orbicwiaria ~ris NG
atlisity Feii ot 5% of 1ta marimus aaplitsde

RESULTS
Lizipatory Coarticulatlion
¥ tre beginning of eowe] rounding aclivily wore tinked 1o Lhe hegiraing
! tne greczeding y}f'kﬁ'éd s1-ing, then, regardiesa of the nmymher of con¥o-

04 |
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CONSONANT STRING DURATION

Figure 2. Scatter piots of consonant string duration vs, ENG onset time in

a3ec {or anticipatory set utterances, for all three subjects, /i~
* u/ utterance data are presented in the left-hand coluan; /u-u/
utterance dats are pregsented in the right-hand column.
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Table 1
”»~
4. Anticipatory Coarticulation: Slope of best-fit line {or consonant string
duration vs, ENG Onset Time for /7i-u/ and /usw/ utterances,”
£89 LEL) 431 ,
 {L-ud n:  ~,3209 az .0K9 2 0006
DF,’Bs 14.49 Fi,32 .20 Fy,as .000?_1‘
2 L4977 B 151 ax  .2899
— Aot 8P YT T Fy ez 7.2 Fy,as 8,38 .
Sp< .05, but siope 18 negative .
*9p<.05, If Jutu/ case not included, ax. 1544, Fjgzg,z7 {p>.08). a
8, Carryover {oarticulat’on: Slope of best-fit line for consonant atring
duration vs, EMG Offse. Time for /u-i/.and /u-w/ utterances. ’
i ¥BB .- NSk - CEC
N lu=i/ s .016 az 0674 a: L4295

F|'5= '32“9 Ft.ﬁﬁ “s& . 'F"ng 3007“

=y C oAz ~.0566 #x .0162  m -.3843 .
Flu3z  .1089  Fygr 52152 99F; 4= 23.82

[N

<05
#8pC .01, but slope 13 negative
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n3ots (n the string, “his activity should begin earlier when the consonant
string s of lecager dwation. if, on the other hand, the beginning of the
orbicularis ~ris activity ere linked to the y~esence 0° a rounded vowel,
thare should he no correlatiun between the timing of the bdeginning of EMG
activity and the duwration of friction and closure, Since there is a jeneral
tendency for these events to de of shorter duration in clusters, it 1is
necessary to 2xsmine a number of different consonant sequences, of different
lengths, in order to distinguish between the consonant-linked and vowel-linked
onset. hypotheses. In the present set, the acoustic durations of the medial
sequences ranged from 70 msec to about 420 msec.

The "onset time™ of orbicularis oris EMG activity relarive to consonant-
3iring duration is shown, for the utterances of tnhe /i-u/ anticipatory set, in
the left-hand column of Figure 2. Each panel shows the data for one of the
three subjects;: each point represents the average consonant-string duration
and EMG onset tim: for about 14 tokens of each type for two subjects, and 10
tokens of each type for the third. If anticipatory coarticulation wsre
systemscically related to the onset of the ccr=:znant string, we would expect
the points to be fitted Dy 3 line having a positive slope; instead, however,
the pointe+ are fitted Dy a line whose slcpe is not significantly different
from zero in two cases, and 18 significantly negative in the third (Table 1).

In the rignht-hand part of Figure 2, we have plotiled the EMG onser ti—

relative Lo consonant string duration for the . J-u/ utterances. The res.:’ s
fit the same general de.cription as the /1-u/ case: “hat is, coarticulation
began a constant interval before the onset of the second vowel, witn 2 single
exception for esch of ihe three 3speakers--the case having the “hwortest
c nsonant duration. A fairly straightiorward explanation can be pro.. 'e¢, if
we aasume that {or this case the intervocalic interval may be shorter - .an the
Lime neceasary for auvscle activity to.fall ro paseline for the fi=* s and
rise for tre second. This hypothesis 13 supported by tnhe fact .hal, for alil
three subject3, the sinimum, or dDaseiine, activily for 77/ Strings ia higher
thsan for any otner {jable 2.

T WA AT T S T o e - S A T T R T W Y AN W KR WS TE W O e e R 23 WEON W AT W o W M A e M sk A bk i w6 W A e

. Tapis 2
Minimugem IM Amplitude Cin Riorovoils: Durling Yne Nterva., Between
FawEl3 in s e/ Hllerances
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Ancther interesting result for the two vowel conditions is that there is
3 difference in tge intercept of the best straight-line fit for /i-u/ and /u-
.u/ cases; that i3, rounding for the second vowel begins earlier -if the first
vowel was /i/ than if it was /u/ . Somewhat similar data are presented by
Sussman and Westbury (1981}, for /i-u/ sequences as contrasted with /a-u/
seguences, In their data, the difference in onset time is not significant for
the /ikstu/ vs, /akstus comparison, although the difference in onse:t time is
significant for the /iku/ vs, /aku/ comparison. If the differences in onset
time are a consequence of the lip position for the first vowel, we might
expect consistent amplitude c¢ifferences for the second vowel, depending on the
ident: , ~¥ the first. Such differences were reported by Sussman and Westbury
for tne /ikst, ~ases {(see their Figure 3). They do not comment on the /k/
case, whare one mignt expect larger effects. Peak EMG amplitudes for our own
dara are dented in Table 3, and, although there i{s some tendency for peak
vajues f. .« second vowel to covary with the identity of the first, there is
noc absolute,y consistent result. .

The ™Mmalysis presented in Figure 2 does not examine possible effects of
the location of word boundaries. Indeed, in the classic experiment of
Danlloff and Moll (1968), no effects of, word boundaries were observed,
althcugh some similar experiments have claimad to show effects of some kinis
of linguistic boundaries (e.g., McClean, 1973). Since there are compiex but
3ysLematic effects of word boundaries on consonant duration (Lenhiste, 1960).
we re.examined tne data for possible word-boundary effects, as shown in Figure
3. It was not possible to examine those utterances produced with a segment
common to the end of the first word and the beginning of the second, because
~onsona t duration could not be apportioned to one or another side of the wor-d
boundary. For example, as noted above, the sequence that was orthographically
represented as "leased tool" was usually executed as [listull:; since /t/ was
assocliated with Doth word3s, no separation cou.? be made. For the subset of
tne ulterances where an acoustic event could "¢ associated with the word
boundary, the results are as before--that is, there is no systematic relation-
3hip setween onset of anticipatory coarticuiatio. and word bow lary (Figure
3}, wWe would add tnat, for each utte~ nce set for each subject, the range of
EMG onset times for the ordbicularis oris is considerably smaller than the
range of conscnant duraticas (Table 4, part A;. If the onset of EMG activity
were linkei to the beginning 2f the measured durations, we would expect the
ranges Lo ac.compar?ble.

Larrycver foarticulation

Examining the timing relationsnip between the end of orbic Jarls oris EMG
activity and the duratlon of the ¢ >scnant string following a rcunded vowel,
we found a pattern very @much jlike that found for the 3anti-ipatory condition.
Specificalliy, twne "ofiset time™ appears 10 be° unaffecteg by the duration of
the following condor.nt string {(Figure 4). Rather, the slope n~f the line of
sest fit for eacn utterance sevw for each subject was not sigrnificantly
ii1fferent from zero (Table 1b). And, again as with the anticipa*ery coarticu-
latior data, tne range of EMC offset times 13 smaller than the range of
201 sonant dusations {Tatle 4, part B;, In tpness data, however, lip positicn
for the foliowing vowel did not influence the timing of tne end of tne vowel
gesture. That i3, the f{ollowing vowsel 18 not anticlpated in the timing %{ the
end of tne firat vowel gesture,

gt




Table 3

Peak EMG Amplitude (in Microvolts) for Vowels of Second Syllable' of
"Anticipatory" Set Utterances, with /u-u/ Utterance Peak Amplitude at the
Left and /i-u/ Utterance Peak Amplitude at the Right

peak amplitude peak amplitude

/u=-u/ /i-u/
Fes
. 13 236 362
#st 314 301
sft 280 265 i
stét 239 269
s#st 237 270
N (
'3 518 439
sft 480 582
stét u7s 4uy
#st 506 507
s#st 43y 452
stést 421 430
CEG
t 272 . 222 .
s#t 235 2ub :
#st 228 274
s#st 207 200
stit . 190 200
stést 240 244
}
97

50
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Figure 3,
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WORD BOUNDARY TO CONSONANT RELEASE

Scatter plots of the duration of word-initial consonant strings
vs. EMG onset time in msec, for anticipatory set utterances, for
all three subjects. /i-u/ utterance data are presented in the

left-hand column; /u-u/ utterance data are presented in the right-
hand column.
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Table 4

Range, in Msec, of EMG Onset and Offset Times and
Consonant String Durations

A. Anticipatory Coarticulation

FBB  1Chu

’ ucnu

NSH  1Cu

uCnu

CEG 1iCyu
uCnu .

5
Bu Carryover Coarticulation

EMG Onset

55
95

125
70

95
120

€onsonant  Syllable Initial

Duration Consonant

- Duration
174 113
172 119
299 . 176
296 220
281 174
298 166

EMG Offset  Consonant  Syllable Final

Duration Consonant

Duration
F8B  uCpyi 15 235 193
uChu 50 172 123
NSM  uCyy 25 293 21
uCphu 20 296 267
7 CEG uCuy 140 260 252
{ uChu 110 298 244

oY
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CONSONANT STRING DURATION

Figure 4, Scatter plots of consonant string duration vs. EMG offset time in
msec, for carryover set utterances, for all three subjects. /u-i/
utterance data are presented in the left-hand column; /u-u/ utter-

. ance data are presented in the right-hand column.
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DISCUSSION

The data suggest that the beginning of EMG activity associated with 1lip-
rounding gestures for vowels is more obviously related to other components of
the vowel articulation than to aspects of the consonant string length.
Similarly, the end of EMG activity associated with lip-rounding gestures is
most straight.forwardly described with relation to the end of the vowel, and
not with relation to the follcuing conionant string.

Previously published reports, suggesting that lip-rounding gestures mi-
grate ahead to the beginning of a preceding consonant string, may be accounted
for by referring to the timing of orbicularis oris activity for the second
vowel in /u-u/ utterances having short-duration consonant strings. In these
cases, lip-rounding activity seems to begin{l.ater (i.e., closer to the second
vowel) than it does in utterances having Ionger consonant sequences. If one
examines only a few utterance types with one or two stort and one long
consonant sequence (cf. Sussman & Westbury, 1981), and if an earlier vowel
gesture either inhibits or masks the beginning of the rounding gesture in the
short-siring utterances, it may- appear as though lip-rounding onset follows
the beginning of the preceding consonant string. However, we believe that our

"data cannot be accounted for in this way, nor can the movement study of

Engstrand (1980), which give the same general picture.

This picture of coarticulation is quite different from the look-ahead
scanier model, presented by Sussmar and Westbury {*981). In their model, if a
prior vowel is biomechanically antagonistic to rounding, "temporai and ampli-
tude adjustments are incorporated into the anticipatory rounding gesture."
Rounding begins, presumably, some time after the end of the antagonistic
vowel, but this time is simply displaced, by some amount, from the beginning
of the intervocalic string. Thus, there is always a carryover effect of the
preceding vowel on the onset of rounding; tut for all consonant strings longer
than some value, the onset c¢f rounding varies with string duration, presumably
as a reflection of tne number of elements in the string. In the model
proposed here, a preceding vowel may have some antagonistic efrect on the
onset of rounding, and hence, rounding may appear closer to the second vowel

= in cases where the consonant string is short, or when the vowel changes.

However, rounding onset time does not covary with the. number of consonant
string eiements beyond that point. We assume that the reason Sussman and
Westbury appareutly observed a string-element effect is that they compared a
one-consonant sequence with a three-consonant sequence.

There is still a good deal that remains unclear about both models and
data. We agree that the onset of rounding is clearly influenced by peripheral
biomechanical concerns; thus, in the Sussman and Westbury data, rounding for
/u/ begins at a different time following /i/ and /a’, and, in our data, at a
different time for /u/ following /w and /i/. However, by examining a set of
utterances whouse consonant durations for each subject were fairly well
distributed through a wide range of durations, we believe we have shown the
rounding gesture to be 1linked to the vowel articulation. That i3, the
specification-of 1ip position for the consonants is not altered by a migrating
vowel feature. Instead, and as we have also suggested elsewhere (Bell-Berti &
Harris, 1981), we see the vowel-rounding gesture beginning at a relatively
fixed time before the acoustic onset of the vowel and simply co-occurring with
some portion of the preceding lingual consonant articulations,
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FOOTNOTES

10pt.imn choice of “iming measures from ENG signals depends on Sseveral
conslderations, including both the nature of the EMC data thesselves and the
use for which the measurements are intended. There sre three Ssources of
token-to-token vaiiability in BPMG signals whose relative omagnitudes bear on
the choice: mcorrelated electrical noise, the statistical nature cf aotor-
unit excitation, and articulatory timing .ariation. Effects of this third
source are minimized by control of speaking rate and by judicious choice (and
careful meaSurement) of the acoustic reference point. When the firsl two
sources of variability are lorge--and aspecially when the [NG on3ets are
gradual--measurement fros the average signal is preferred., Since we {gequent-
ly encounter both gradual onsets and relatively noisy signais, use of the
ensemble average 1in deteraining EMG onset time |a generally the metnod of
choice (Baer, Beli.Berti, & Tulier, 19793.

°Tnis value w3s choser becsyse 1t assured i1halt we were not identifying
random background noise as the beginnihg of activity. Thia 5% point was
eiceeded for each speaker for the ullerance "loo tool.,"” whiczh had 8 relatively
short "congonant st-ing™ and, censequentiy, “he minimus ‘evoel of NG activity
between the Lwo rounded vosels 4id ot fall to 5% of tne peak activity. For
theae caael, w2 chose the Limes 3% which - aimup acLivily accurred.
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TEMPORAL CONSTRAINTS ON ANTILIPATORY COASTICULATION®

Carole E. Gelfar o Katherifie 5, 48rrif o and Lary Hilles

Abstract. Two accounts of coarticulation. 1 that the saticipatioe
of segmentsl gestures, an, thus the exient of their influence, 3%
determinad primarily according to the cospatibiiity of the feature
specifications for nreceding and saticlpated phones, ang ?) tnat the
extent of anticlipatory gestures is delimited accardz’pg to temporal
specificatlons intrinsic 1o the motor progras, yleld very different
predicllons regarding articulatory drgeniietion. These prediztions
were Lested by varying the nwalher of intervocalio consonants in a
¥ilnV2, where U2 was either /i/ or /uw/ ard On vas /8/, 78/, or
3L#st/ . We were thus Bbie 0 determine the extent of spectral
¢hanges within the condofiant string as & functios of the upcoming
vowel. Qur results lend 3support t& the second account and Suggest
that the onset of 3 phone's influence on preceding segments s
Lgmporally conslralned, presusably boacause anticipatory gestures sre
Lime-iocked Lo the segzenls they chLaraclerize and are not freely-
migrating featuyres,

A significant {33ue !n Speesh produclion theory 18 ihe extent Lo whichk
articulatory geatures [or apeech segmenta are anticipated. From tne (ong-ago
realization. thal phones were, At least spectrographically. nondiscrete, theo-
ries of feature apreadiug wers Bora in BLiempts o reconciie a contingous
outpul with 8 presused ﬂbaﬂﬁ!&mu& irput e, Danilell 4 Hammarberg, 1373
Henks, 19675

Numeraus models of coarticulalion nave incorporatad Lhe notlon Lhgl Lhe
satizipation of aJrticulatory Qestures occurs prisarily a-_ordiag 1s the
ompatiollity of the feature apecifications for precsding and anticipated
phones {Benguers] ¢ fowan, 1974: Daniloff & Moll, 1968: Henke, 1367: W(lean,
1973: Susmsan & sosthury, 19533, Coariiculalion, accordiag to LRIS view, 1%
therefore {imitless «ilh regard 1o time and spreads cwer entire phonsiogical
MMIta until (L 13 Dlocked by inconpatible gestures, in anlicipation of a
chunded vowel, for exasple, lip rounding I3 3ald Lo SSowr Dver 43 many
Tevisus Iegmenty a3 Are unapecified {or lip configuration, wilh the satert of
the aaticipatiry ge3tyr® varying 4irectiy with Lhe ansel of the pravaszlis
Aring swe. Tor esasple, Benguerel 4 dowan, WTED Lanlisff & Mol TaAdl

i cersion of Lhis paper Wit predented 3t 1he I058% Mesting <! Tfe 50wt ca.
TanTely of America, May A-21, 581, (M tows, Cenada
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Administration Medical Center, Brons, Hew York.
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An alternative L2 segment-Dased :odels of cosrtisulatlon is one Lhal
POMILS  thal  anticipstory gRestures dre time-jocked o the seghoents Lhay
characierize (Bell-Berti, 1980; Beli-Berti & Harris, 1G79, 19§); Fouwier,
1380). Suun 8 model would aldo predict the coproduwction of & larger number of
Jegments 33 a con3onenl string lncreaser, nOt because an anticipstory gesture
attaches itself to all preceding ophones, dut a3 a resull of asegsental
shortening. Thus, an increasing n-mber of segments fall wilhin the relatively
fized time course of the articulatory gesture. The esles' sf anticipatics ia
therefore temporally delizited, withoul regard %c the absolute rusber of
precesing segaents, .

A tesporal model furthner predicts that the amnitude of an  up-coming
phonas’a influence 3Jhould vary a3 & function of teaporai peoxlmity to trat
pnone. Terefore, the longer the preceding siring, the less likely it is to
3now coarticulatory effect  at its onael, while & 3horter sLring should Show
effects over proportlonateiy mcre of its length, However, at the same poiAt
in Lime relaiice 1o the aC0uslic onael of the up.coming prone, Lhe degree of
Lhe uprosing vowel's iafluence should br siallar for Dotk iung ang  short
Leings.

Piters slive.y, 3, 3% ZeRRenil.pased Zodrid PO, ife ondel of coart
St2urd isultlaneousiy w»ith tne ansst <% 3 precey ’.r‘zg sLring, we
10ry offetts L3 be deterni=<1 1y a Asgmanl’s prosimily 12

Lhé 3Lring and Lo Sear LILYie S o3 rFeialice too tta tesmporsl o d
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27 either model AncLlY Lo gerifiable Ly warying ine
in intervocalie consosant Atringa and noling the patlern of
frequendy <hanges a3 & Juncliun of sdistance froe The second
are cOnAtruclad realoword Lll#rances Wwith YIV'R embended

and ¥, ang Vs were gither 1/ and Ju/
gitsraately or bolP is or Sy n oali Lherg were Lumive .llerance Lypes or
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Figure ' ahow3 lwo averaged spectiry witn thelr respec’ive peanks Jdispiayed
above Jor ne minizmal pair Tlease ease” and Tlepze poze™ {or one 3ubject,
Note the low frequency cesonpnee thresugh the intoervocaiic portion of these
ALLBrances.

Figure « anows tne averaged wavelor-y for lhe ullersnces "jease ease,®
“Lesst ea3a™ and “leaal sleel” for 2 second subject.  These are 200 msec

Aagspies That _nolude the first 5w m3er of the second vowel and the 150 msec
praceding 11, Thys, al every lemporal poinl relalive tg the onset of ¥y e
30 3a%f. iR 3 Hfferenl gertian of otne aooustic signal {or each ullerance
Lype.

LOARSU) hlRc Lo oroted that, {or ine /a3tést/ uytterante, despite Lhe
FInTRrapny, there 13 evigence of oniy one {riction poction, one closure
freisd and gne release Thus, tnis ullerance appears 10 have ~en produced
Tnatural.y,” trat 13, a3 {3, differieg from the /3.7 utterance only in the

durgtion G the Clnsure .

feclfg: averagin g wrlvea some problems, however, it also presents
Ztoer: Trhus, becguse individupl lokens of a3 given utterance type are
Froducet dait variable éaf‘tiﬂﬂﬂ, i* 2 lixkely that the f{riction. and vocalic
poriions «wili be gveraged togetner as the distance from tne 3econd vowel
increasst. [ arder to siasimize the poasibliity »f confounding the data in
thiz wiay, w»# 200k the range for all lokens of each consonant string type,
igtermired e MmMidpoinl, and apred Lokens Inlo long and short bBina on Lnjis
Tanis,

¥, mean,rements were xage [oom 3pectral sections at 12.5 msec intervals
Toliapted over /b oguec Tintervals i tne 150 msec preceding the acoustic
7 Lozt ihe Secnrd vowe; . For each minimal pair, Fg values for the
teransss &ith final fu’ were aublras | Jrom those of uwtterances with final
H ~wEX wEre Diways ilenticsl, positive values are there-

fina: vwowe,'s influence, with larger differences

fle-Ling @rejter gntirypgta-y ef fecta,

P4

:
3itatlive 2f Lhe

?‘{‘3&;;&-{&

Figrore  osngwr Cte Nfferesce (o My o8iing the y-axis for Fs for ali long

30 snnrt o minima, pairs where ¥y (3 .1/ after surting, It should be noted
“ral, whes Lokens ar® sorled in tnild Way, Lhere 13 temporal overlap belween
frex.  For oraspple, the jongest singlieton string is longer Lhan the
1r Atring, whiie tne jongest /3L/ strings are comparable in
;o U0 Lne shortesl /3t#st/ strings, which, 1t should be recalled, were
snmed [LU:3, Thus, these figures actually deplct two--and sometimes
Wwee~~rHERAarisons: one for cons3onant 3btrings of different phonetic structure
duratisn, Cre for consonant 3trings of identical phoretic atructure but

ferent J.raticos, ang, ir some oa3es, one where phonetlc structure differs
4

]
[
L

L

(I i Y
e IR S |
L T T B

Sur 4t ions are o gaparab.e,

iﬁdt Lhe Jolae 3how 13 that, sespite tempordl and phonetic differences or
: s ties, the coritizal variabtie appears to be time {rom the onset of the
secung vowel, sich tnat there 1s a similar decrease in the Fy gifference for
Tach arr as their distance from Vs jyrcreases. In other words, it appears

Tir L tierances of this type, the influence of the second vowel is
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Figure 1, Two averaged spectra with their respective peaks displayed zbove

for the minimal pair "lease ease" and "lease ooze" for one subject.
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Figure 2. Averaged waveforms for the utterances "lease ease,” "beast ease"
and "least steel" for one 3subject. Accompanying labels depict only
the inten'ad expression. and are not transeriptions of the
subjects' actual productions.
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Figure F2 difference in Ez for sorted tokens of sinimal pairs where Vi i3

i/. long and shor tckens are indicated by cicsed ang open
aysbols, respectively, The different symbols denole consonant
string type, with triangles for singleton intervocalic strings,
squares for /st/ strings,”snd ciroles for /sté#st/ strings. Values
on the zi-axis indicate time Ddefore the onset of V2, uhich i1a
indicated by 0. lamporal points where 3ysbols are absent corres.
pond to the closure period of the stop consonant, The masec values
next to the 3ymbois in the legend indicate gverage condonant string
durations for each minissl pair.

64



Lenpora.iy dell tted irrespective LU ine segmenta. composition of the preced-
ing stringd.

Figure < depicts tre 3same F, gifference as a function of tlme from the
onset of tne seccnd vowe., Tul for palrs where V, 14 s/, Again, the iong and
snort tokens of Almima. pairs are piotted, and tnere 's the same temporal
overiap for tokens »f different phoneti-~ structure. Pernaps even more than

tne Tirst figure, thne Jala iliustrete in: tendency for ali utterance types 1o
3anGw 3imiiar anl.cipatory effects at alacst ali sampied intervals,

Note, tou, that at -i50 msec we are sampling tne F, gifference at tne end
cf the first vowe. for ine snocriest /8/ tokens., [t is interesting tnat the
magnitude of tnis difference 18 aimost identical with that of the friction
portion <f tne other pairs, This finding might bLe cxplained, not by
anticipatory lip configurations as far back ar the first vowel, which for /i/
and /us are incompatible, bult Dy tongue configurations that are capable of
anticipating Jp-COming phones witnout preventing tne sSuccessaful production of
cdrrent snes.  Thul, the ot of coproduction may he divided setweern primary
artizyiators,

Figure G#s tne data for Sur second subject's mini- L palrs where ¥,
S/, Whiie tnhe trend i3 simiiar in Lne 3ense that anticipatory effects are
milar in magnitude a3t @most :ntervalild, tne effects d.ainisr mcre abruptly
ver time and a3t intervals cioler Lo Vs,

[N

an
L

w

Gk e
hodi
-

A possip.e expianation 18 lhe fact tnal, witn Gniy the exception of the
Jal#ats pairs, ai: ¥V, offsets gscour within tnis 150 msec window., This 1is
unlixe ocur Tirat subject, whose consonant strings were of longer durations
and, witn ocne exception, foll outside this time frame., Thus, while {t may be
pO38ibie Or tnese vowel3d L5 coarticuiate, and tnerefore show anticipatory
effects, there may De limits o these effects for wvwowels a: opposed o
friztion, %nus pOS3ibly accownting for the rapid fali-off ir F2 differences.

It 13 interesting, LCG, tha~ there are some risgative values, indica%ting a
nigher ¥, wner su/ ratner tnan /1/ 13 the Second vowel, However, almost all
sf these cccur al 150 m3sec prior Lo Lne acoustic onset of V5, the most remote
portion of our sampie. And, while we nave not tested tnese differences
statisticaily, we woul? specuiate tnat most of these values do not deviate
significant,y from zero. The vaiue f{or the long /stést/ pair, however, i3 at
approzimate.y pinus 104 Hr, wnicrn i3 subatantial, if not significant. And,
since trere 13 no Siner instance Sf sucr : negative valgye, it 13 possibie that
tnis refiects car-y-over effects,

F.gare 5 3ncwa3 tne data for thne 3econgd »s0ject’'sS pa'rs where ¥, ys /us,
and 1L 1% 31Miisr Lo nis OLner utterances in “nat there 13 an abrupt fall-off
in magnitde of tne F, qiff-rence at -75 msec. The general trend 13, however,
simlizr, aitnowdh there {3 more scatter at tne intervals fartnest from VE-
whicr we cannot explain., Tnis gdiffers not oniy from cur cther Speaxer, LLU
4:9C o .3 speaker's other Jtierances.

Liscusaicn

The data {s3r Soln 3ubjlects 3now Lhe tendency for coartlculatory effects
ts be maxima: abt Ppoints in tiwe Cuasest Lo the acoustic onset of the 3econd
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vowel, independent of absolute duration and segmental composition of the
preceding consonant string. And, while we do not observe the influence of V2
to be identical in magnitude at all points in time, the effects are systematic
encugh to support the notion that coarticulation is temporally constrained.

The data thus speak against the notion that anticipatory gestures
automatically extend back to the onset of a preceding string. It was observed
that the early portions of the longer strings .failed to show substantial
effects of the second vowei even “hough they were allegedly free to do 3o in
the sense that anticipation of Vo was in no way incompatible with their
successful production. Furthermore, some of these F> differences were actual-
ly reversed, indicating, perhaps, that carry-over effects were still operative
during the early portion of these s, .ngs. In addition, coarticulatory
effect3 for the shortest consonant 3tr.ngs were 3ometimes observable during
the latter portion of the first vowel. Thus, we see both the absence of
coarticulatory effects in places where segment-based mouels predict their
occurrence, as well as the presence of effects where these models, by virtue
of the hypothesized mechanisms, predict their absence,

Our acoustic data are consistent with those of Soli (1981), who found the
frequency of F2 within friction tc be lower 1in anticipation of /uw vs. /i/.
However, ne attributes this difference, not to lip rounding, but to different
place of the primary constriction in anticipation of back vs. front vowels.
His argument appears to derive primarily from data showing F2 frequencies to
be similar preceding /a/ and /u/, where both are back vowels but only one is
rounded. According tc Soli1, the effect of rounding, then, i3 to alter the
fricative's overall spectral shape above 3 ¥xHz. He maintains further that
"while anticipatory vowel coarticulation appears to be limited to the final
portion of the fricative,” anticipatory lip rounding may occur throughout the
fricative fp, 21).

While we consider 50ii's general hypothesis regarding the acoustic
effects of anticipatory tongue configuration3 to be a very tenable one, we
would reject the notion that the general time course of anticipatory gestures
differs aignificantly for dif{ferent articulators. In other wcris, the fact
that the lips are free vo round during the course of 8 fricative preceding /u/
does nobt mear: that they do z0., This was demonstrated electromyographically by
Bell-Bert1l end Harris (1979, in press) and cineradiographically by Engstrand
{1981;, whose data show lip rounding to occur at a fixed time before the
acoustic onset of a rounded vowel and Lo be unaffected by the number of
preceding -~unsonant segments, the p.oduction of wnich ir no way precluded lip
rovnding, In addivtion, Beli-Bert: and Harris (in press) demonstrated that
zertain apeakers round for /3/ in totally unrounded environments (e¢.g.,
Yiai/;. Trhuz, one would naturally expect the electromyographic and acoustic
records o differ depending on whetner rounding 13 or i3 not an inherent
featyre f 5 spearer's fricat.ve proeductlion.

The muin (int nere is “hat while it may be that iip rounding and place
i consurictiun exert Jdifrerent spectral influences, 1t 13 1ntuitively unrea-
sonable a3 weii an emplr.y _ally unfounded Lo suppose that the general organiza-
Lion of anticipatory gesturea should be articulator-specific,

The resiity of Lhe present study 3suggeat that the onsel of a vowel's
irfimnie < preceding segmenta 1% tempurally constratned, presumably becaude

[
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anticipatory gestures are time-locked to the segments they character:-e as
opposed to being freely-migrating features. Further interpretation of the
data, however, is limited by the fact that only the acrustic.waveform was
analyzed. We are currently planning studies with simultaneous EMG recordings
frowm orbicularis oris and pertinent intringic and extrinsic tongue musculature
in order to determine whether we can account for our acoustic data and Soli's
on the basis of tongue and/or lip configurations. In addition, using subjects

who .produce /s/ with and without rounded 1lips in nonrounded envirnonments °

should provide an interesting comparison,
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FOOTNOTES

‘It. should be noted that while we and others (Yeni-Komshlan & Soli, 1974:
Soli, 1981) consistently note low frequency resonances within frictlon,
previous accounts of the acoustic theory of fricative production (e.g., Heinz
& Stevens, 1961) all but dismiss the presence of low freguency resonances, due
either to the decoupling of the front and back cavities or tc the cancellation
o! back cavity resonances by the presence of zeroes.
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With three wol -~je3y and hree oiced Alops L BAgiiabh, jrare gre e
poaaible Bequences o! two stoups with different places of arlizulation., o7
these, only four (7bds, fgds, 7pl/, and /ki/} otcyr in word-fingl position,
primarily in the paal tenss forms of verba. All 24 sequences are permissible
ie word-2odlsl poallion 4cro38 8 syliab’: Soundary. But oniy two {/pt/ and
R/} oecur  wilh any  frequency, pricarily in worda of Romance origin,
However, by includicg some compound wordsy, we were suyccessafyl in finging lwo
cxamples of each of the 2% sequéences in word-medial positicn.

Mg constructed sraningful sentences, sach contairing iwo of the words to
be Seasured, and the subjecls read from a typsd list of these 3entences. The
Jentences are 2hownh in Appendlix 1 with the critical words underllned. Az can
be sazen, all atop sequences were immediately preceded and followed by a vowel,
willk prisary stress on the preceding voweil. {Note that we were not concerped
ners with tuo-alop 2squances across 3 word boundary, although two stops
rossing a msorpheme boundary In words such as poolceamp @may be considered a
ratner similar instance.}

it native apeakers of Asmericen Englisn, three male and three fewmale,
were sejected a3 subjects. They were not Informed about the purpose of the
srperimaent, bul wers asked lo firat study the sentences and then read thel at
& nroraal conversational apeed. Their productions were recorded on magretic
tape ullng 3 Sennnejser MKH ¢!%T sicrophone, placed approximately 8 inches
from tr2 sabject's iips, and a Crown SX 822 tape recorder. The recordings
wetre then Jigitized at 0 kHz using the Haskins Laboratories pulse code
sodulaticn system, and the wavelorms were displayed on an oscilloscope. We
¢erged in on the ciolure period3 (o Lhe critical words to determine whether or
Aot a releanss burst of the firsl stop wes present. If present, suth bursts
appeared as distinct apikes of a few @aijliseconds duration, roughly in the
center of lhe cloSere peripd. A Lypical example 1s snows in Figure la, with
the closuyre and the release Lursty for boin 3tAps indicated for the utterance
scapegoat. produced by a female speaker ({G). In some cases, the reiease
Dursts were of very low amplitude, and two of the sublects produced a few
Lokens coantaining 3u§£i§§e af  ex3ggerated bBuyrats, byt the token shown in
Figure s i rapresentytive =f ‘ne =ma‘ority =¥ ullerances conlaining release
Lursts.

A

v@

3

EEY

(e
i pw

ihe (requency 3 orourrente ol 3 reieate Lurst {or the first stop in
Wi I-BES5L ArgQuences (3 Shown in Taboe 1 The solumns represent the Six
aasibie deguencea uf tw }%ffﬁr#ﬂ{ pleces = alop articufation, wnhile the
rowd represent Iné individual Subjecls.  The voicing feature of the stops has
Deen ighored (5 Yhis analyals, 36 tha't lhe percentage in eath cell in buased on
#Ight wergs. Looking 3% the =eans in the right sacgin, we 3ee that, overall,
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Figure 1.

SCAPEGOAT

WITH Cj RELEASE BURST

Cy reiease burst

C, release burst

.....

The word 1is shown excised from its sentence context with the
place (above) and removed

release burst of the first atop 1in
{below).
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Table 1

Percentage of Words with Cq Release Bursts

Place of Stop Articulation
Ci: ALV VEL VEL  LAB ALV  LAB
Mean
C2: 1AB LAB ALV ALV  VEL  VEL
Speakers
NM 25.0 25.0 50,0 12,5 75.0 87.5 45.8
AB 0.0 0.0 50,0 87.5 87.5 87.5 52.1
BR 0.0 0.0 37.56 87.5 87.5 100.0 82.1
CG 12.5 12.5 175.0 75.0 - 75.0  87.5 56.3
M 0.0 25.0 87.5 87.5 , 87.5 175.0 60.4
RK 12.5 87.5 100.0 87.5 / 100, 100.0 81.3
Mean 8.3 25.0 66.7. 72.9 85.4 B89.6 5.0
[ - TTTTTTmTTTTTTTT
Table 2
Percentage of Words with C; pojease Bursts
Place of Stop Articulation
Cy: Labial Velar
Mean
Co: Alveolar Alveolsr
Speakers "
NM 100. 0 15.0 BiI.%
AB 75.0 75.0 5.0
BR 100.0 100, 0 02,0
\) cG 100, 0 10u.0 1090, 0
JM 100.0 25.0 62.%
RK 50,0 15. % 62.%

Mean . 87.5 75.G R S
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the place of articulation of the sacond stop. When the second stop was
labial, release burats of tne first Stop tended Lo be sbuent i{except Tor one
Spegker's velar-lablal sequences); when 1t was alvevliar, rejizane burats were
présent in the majorily of utterances: and when 1t wa3s velar. ralosse bBursts
were even more common, The place of articulation of the {ira: 3top seemed o
play only a sinor role, an¢ we also observad that the volcing {eature =371 ng
consistent influence on the sccurrence of releass bursta !

Tabie ¢ shows the same anaiysls for the ward=fin,. 3L0p srjurnces :sce
Sentences 14 in ine Appenrdix!, witn the colucha representing Lhe oniy two
poB3ibie sequences of place of articulation, acd the rows regrezenting the
Same individual subjecls., Agsin lhe ¥oicing feature has been jgnored 5o Thal
the percentage i{n each cel, (%3 bayed on four words here, Aince no wrgs
containing 3iop sequences diftersng in volzing le.g., /DU/, /md<} secur ia
word-final positian in Englisn. The =eans in 'he FIgRl Zargin show 1nal,
averall, B! percer' of the words contained a release burst of the first stop,
wilh Lhe average percentages [ar Individual apeakers ranging from 63 to 150
percent.  The =meany in the BoOLlom row indicale hatl, 25 in wordesedind
position, *he place =¥ articuylation =7 tfe fir81 alop rad 23 rossystent

affect. .7 .
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Ly £
ITCUrs during  tne labial  Zipsure  and  therefoce  has  minimal  aeoustic

fonjequences.  Un the other haad. if tne Tiral 3lop 15 ;abial, aithowgh an
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grobabiilly of Sosrence Gf g releases Lursl 27 re Tirat Ll An Tor L~
2tap  sequences  ir word-fingl  podition, whizh  ars  Stypica i

iy Lleg Gf
discussions ! Tunreleased” atops, our data show that rejlegne LDyvats L4 Lne
firal stup sre s~ tually more frequenl than {n worg-2edlias position.

ALtrhuugh some gulhors (AberoromBic, 1987, ones, %56, menlicesd faint
receade BurAls, i1 13 Cur ISETe3sian Lhnal Lheir QCourrence has not Lees
generally acknowiedged. One reason for this Say be that tney are 3781 0% L
. delect Ly war we Londut el g briel erperiment Yo oaidresi Thid lasge
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the reiease burst and its Lemporasl separation from the much atroncer release
burst of the seczond stop.

- A - W W o . TR - - -t > £ S - A LW i, S - AV S S 2 2

Table 3

Mear Percentage Correct [iscrimination

Diacrimination Task

Stimuil {eaNg 2IFC
Tantua 4y, 4 55,0
Fincage 61,1 B
» tEdgar be.z A7y
Bodsin L 62.2
scapegaat £7.8 BG5S
Mean £y.0 L R4

AR e K R e W A D e e e mE W R e T S e e AR W O o kB Al W A O L o o T S . . W T e

There was alsoc considerable variability between subjects. In the Yes/Ns
test, the two author3 performed at B3 and 85 percent correct, respectively,
whereas Lre scores of the other seven listeners ranged from 45 to 66 percent
correct. In the ZIFC task, the zorresponding values were B9 and 79 for the
cutnors and 5G-67 for the cother subjects. Thus, if one excludes the two
Sub jects wric had pre-experimentsl experience with the stimuli and perhaps knew
betler what to ii{sten far, there 1s little evidence that even phone.ically
trained lilateners can detect the faint release bpurats of 3o-calied
"unreleased™ atups. This 13, then, the likely reason why the bursts were not
noticed Ly some eariier authors who relied on their auditory impressions.

{

CONCLUSIONS

in Lhls paper, we nave reported some ¢ata reisvant to the statement lhat,
in £ngliisn, arops foliowed by a different stop are "unreleased."” We have
examined aeveral possible interpretation: of ‘that stateament: - (1) If it is
interp. eted as referring to srticulation, it is clearly false. (2) If it is
interpreted as referring to the acoustic 3ignal, it 13 not generally true
~nless the definition of what {3 to count 83 3 "release burst” i3 restricted
to scoustic events of a certalin minimal duration and anplitude. While Suca a
~estrictive gefinitir @3y have been implicit in some previcus discussions of
"unreleased” 3Lops, it should be noted that, on the cohtrary, the term "burst”
38 appropriately appited only to the signal portiomn excluded by such a
1efini*ton~=¢32,. to the Urisf transient gererated hy the stop releage,
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exclusive of ~any following aspiration (cf. Dorman, Studdert-Kennedy, &
Raphael, 1977; Fant, 1973). (3) If the statement is inte-preted as referring
to perception, it appears to be accurate in so far as stops preceding another
stop in conversational speech have release hursts that are difficult to detect
by ear. In this sense, the stops in this study were indeed "w eased.” (4)
The possibil 'ty remains that some phoneticians have used the term "unreleased"
in a purely contrastive sense. In this usage, even a stop with a detectable
release burst might qualify as "unreleased" relative to some standard for
"released” stops. The stops recorded by Repp (1980, in press), whose release
bursts were from 10-40 msec long and quite detectable, may fall in this
category. An obvious problem here is the absence of any clearly defined
criterion separating the two classes,

These considerations illustrate the confusion that can result from
terminology that is not only vague about the level of description to/which it
refers (Repp, 1981), but also insufficiently defined at the level /intended.
Many phonetic distinctions thgt are couched in acoustic :erminology have been
drawn at some remove from the speech signal. In that respect, the term
"unreleased" is similar to the term "unaspirated," which is commonly applied
to consonants, such as English [gl], that exhibit a gcod deal of aspiration in
the acoustic signal. Whille these terms may be sufficient\ for the field
phonetician, they do not reflect the level ¢ detail\\ihat acoustic
phonetician3 zre concerned with, and therefore are o1 limited usk.

We propose the following, more detailed classitication, in which
"release" i3 reinstated as an articulatory term: )

(1) Unreleased: The occlusion 1is maintained, as in a stop preceding a
homorganic stop or in many utterance-final stops with delayed release.

(27 Silentiy released: No release burst in the acoustic record.

{¢) Inaudibly released: Visible release burst in records of the signal, but
not readily detectable by ear. -

‘4) Weakly released: Release bur-* detectable by ear but clearly weaker
than in (5). -

(5) GStrongly released: Release bL.-3t is foilowed by substantial aspiration
or voicing.

In tnis scheme, sSuccessive classes are separated by different ~riceria:
(1) an1 (2, by an articualatory criterion, (2, and (%, by an accustic
critaerion, (3) and (4) by a perceptual criterion, and (4} and /5, by =

~riterion of phonetic contrast or classification.

In summary, our studies incicate that, in English, 3tops receding a
nonhomorganic 3top in conyersational speech are generally released inauditcly
or silently, 3ilent releases being particularly common when the fo:lowing stop
13 labial. The observations of Repp (1980, in press), on tne other hand,
suggeat tnat similar stops produced 1n i1solated disyllables a, typleally
weakly released.
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FOUTNOTE

1We considered the possibility thet the absence of reiease buyrats in sore
tokens was aue to the subatitution of glottal stops for aslveclar fland,
perhaps, velar) stops. In tne informal judgment of the first author, &¢
Jtterances may have contained glottal stops. In 18 of these, tne putative
glottal stop prteceded a lablal 3top. Release bursts were observed in & of
these 18 tokens (22 percent), which s 8lightly higher than the overali
incidence of 17 percent in this zontext {(cf. Tabie 1). Thii, Lo the extent
that gliottal stops 4id4 ~cour, they did not rhange the pattern of cur results,
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Tne incesasat burrowing of the new-born pigs had turned their pigpen into
a huge mudpuddle.

‘me of bDaborab's fasorite nobbies {9 vapdancing, especlally ‘Yo jazz and
ragtime musj- .

Some psople rclalm that Migon wan only a scapegoat in the cover-up  of
L1 AL acheming and subterfuge.

Margaret -aught her 4§ year old ~von trging U4 shool a magpte with hisx

popgun.

ln tne btall, *ne cavkins hangicg utaide the backdoor of the cottage were
really Yeautiful,

My grandmothier always inserted a hatpio or a Lodkin 1nta her caken LG 3ee
if they were ready Yo Le removed from “Yhe oven,

ine marine niologiats made 5 movie about the development of tadpoles 1nto
fregs tneough a trapdoor mechanism on the side of the artificial  and,

, rap
7<n wmifrrms for the Dovernor and Subpoverner of Indla during tne early
Vihtta cuu o wnly be differentiated Ly the nheuwdgrar and the coliar
markings.

iv seemed that tne meny for bootosmp cansisted iargely of  potples and
sntmeal

Maeid tried o pregent the bogdown of his car by putting sacike under Lhe
wheels, oyt after s few atiempta at moving %, 3t 4ank up to the hubcaps
in Yhe o oaagl,
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OBSTRUEN; FRODUCTION BY HEARING-IMPAIRED SPEAKERS:
INTERARTICULATOR TIMING AND ACCUSTICS®

Hancy 5. McGarrs and Anders LOfqvistes

Abstract. This 3tddy examined the organization of laryngeal contr.!
and interarticulator timing in the production of obstruents an:
obst- yent clusters by three 3severely-profoundiy deaf adults.
Laryngeal activity was monitored by transillumination; vemporal
patterns of oral zrticulation (1lips and tongue-palate were recorded
using an electrical traasconductance technique. For eacn of the
Jeaf 3peakers, an {nappropriate laryngeal abduction gesture was
oftenn found between words, a pattern never observed for hearing
speakers. At the same time. the deal 3speakers differed from each
oth~" with respect to type of errors, variabllity, anc interarticu-
lstor coordination. For the most intelligible speakei, the timing
of giottal opening with respect to oral articulation W35 most like
that observed for normala. The second deafl speaker often failed to
vbserve volcing contrasts with respect to giottai : pening. This
sublect was nevertheless consistent 1in producing most plosives
without a glottal opening, a.3 all fricatives with 4n opening
gestuwe, For the third deafl speaker, %he pattern of eirors was more
compley and included Dolh missing and inap ropriate g ottal opening
gestures,

ANTRODUCTION

Production w! voloeiess ohatruents requires intricate coordination of
several e Liculatory Systems. AL the laryngoal level, :n abduction/adduction
geature noraslly oocurs Lo stor glotual vibrations and assist in the buildup
uf oral presecre, Siprataryngeal adjustmerts are alsc necessary to produce a
“insusc or zonstriction.  Thus, laryngeal and supralaryngeal articulations
inyolve  simultanecuys actlivities that  must bLe temporally coordginated.
Difterentes in the relative timing >0 tre laryngeal and osral gestures ars ulsed
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In g Wide variely of languages Lo pruduce Conlrasts 10 ¢ o afth sdpit 3t ot
of . Lisker & Abramszon, 1664 LB{gvist & Yousnuicka, R,

5ince the farynx i3 placed 1n an Inaccesdsitie and invisib,e rosilion, 1t
18 readonable Lo assume that coordinalion of interarticualator Restarer 1o
iearned by auditory monitoring of the scgustic signal. Developmenta] studies
suggest Lhat children master spund contrasts reqQuiring laryngeal adjustments
{e.g., volcing and aspiration) Dy attending to their acousti= and percepluai
consequences i(Kewley-Port & Preston, 1974 [latin & Koenigsinecht, ly/s:
oilbert, 1977, Macken & Harton, 149BU). These studlies also show that ststruent
Tontrasts emerge relatively late in children'n speech and tha't production is
more variable in children than in aduits, The accustic cues f{or obatruents
are complex, spread over time, and invoive differencess in the dcund Rearce ang
the spectrai compositien 2f the Signal. For example, in the production of a
valceiess fricative in a vacalie envir«mm:mt, the s-und source changes from
pertodic Lo aperiodl o and Lack Lo periodis, Similarly, 4 veloeledd aspisots
stuf. in Lhe 3gme enyviranmeny (s af}socfmz,ed wilh: tne {:liowing 3seguence of
sguree chyides:  periciic vol ing during Lne pre sofing vowel, S31:800F Jaf ifiy
the oledare, Lransienl noise, aspiraliosn notde, peracdi> voioing duraing tre
vowel. i atdition to being apredd ool sser Lime, Lhe acoudli:s atirgbaten of
abstruents =ften involve short-term speotral Shangesd, where fiigh frequency
COMpPOnTAts piay an important role. bxamples ol gach liributen ars reifqae
Bursts and tormant transitioona tirosc g R A At L O T o R o e A I 1S B

viong {or Yratativey,

ol

Jed B0 LI DOMBIOE T L1 wldl 0y gh d gu L RT3 0 L Tel N, gl LT AR
i#5% 2b3truenta, one wWoull EXpECl Nearirg-impalred SpegKers o Lave parLl il
probiems «#iLh tnes ciasa ol dounds, L d L andes) LRe o a%e, 4% ahown g

Several Jdescriplive anvl aoeullic st adjes, FOr  prampLe, Tedr gl IRt e

2

%
speakers fregquently (a1l 1o make the vained-vo.oeiess distinction duds a4
5

Sumbers, ido1, in sdme studies, tnis subh3citulion }ﬁ regosrtel a0 arring
LG the & siced sember of Uw pair Helder , Heivder, & ywss, il art, Y4ersg
M:ili.n, '47Y; Omitn, ', and  at e Pamaed Lo fre ooy e 50 CGEfalse
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was cajculated. This measurement provides an estimate of the relationship
betwveen onset of constriction or closure and the beginning of the adduction of
the vocal folds., It is useful since it highlights differences in timing
between obstruents, e.8., stops and fricatives (LBfqvist & Yoshioka, 1981).
A second measurement of interarticulator timing was the interval from peak
glottal opening tc offset of labial or tongue-palate contact. This measure
shows the relationship between onset of glottal adduction and release, and is
particularly useful in examining timing differences between different stop
categor.es (LBfqvist, 1980). The physiological measurements were supplement-
ed by acoustic measurements of voice onset time for stops. All measurements
were made interactively on a computer. »

- RESULTS

Single Jbstruents

Figure 1 shows representative tokens of the hearing subject's productions
of -volceless and volced stops. A glottal abduction/adduction gesture is seen
ih the transillumination signal for the voiceless stop but not for the voiced
cognate. Patterns of interarticulator timiug are noted in the relationship
between events recorded in the signals representing labial/tongue-palate
contact and glottal opening, respectively. For the voiceless plosive, peak
glottai opening occurs at the oral release, indicated by the offset of 1lip
contact and the release burst, This pattern is the same as that found for
sther speakers of American English (L8fqvist & Yoshioka, 1981).

Figure 2 shows selected tokens of the same utterances produced by deaf
speaker 2, several patterns are different from normal, First, closure
turation 1s considerably longer for the deaf than the hearing speaker's
productions. Second, there 1S evidence of an inappropriate glottal gesture.
Tne deal speaker made a glottal abduction/adduction gesture immediately
preceding the test word, before the onset of lip closure for the initial stop.
Thus, for botn productions, glottal adduction Starts before lip closure, and
tne giottis 1s in a position sultable for voicing at the release of the oral
ciosure. The abduction/adduction gesture between words was fairly typical of
wne otner Jeaf speakers as well, but was never observed for the hearing
3peaxer,

From tnese raw data, a number of measurements were made that are
summarlzed in Figures 3-d4 and alsc in Figures 6-9, Line 1 1n these figures
snows tnhne mean duration of closure of constriction. Line 2 3shows, as a
nistogram, the number of instances of a glottal opening associated with the
abstruent production, The third row shows the first measure of interarticula-
tor timing--the interval between implosion and peak glottal opening. The
second measare of interarticulator timing 13 the interval between peak glottal
apening Lo release, indicated in numerais pelow the third row. A negative
vaiue implies that peak Blottal opening occurred after the release. The
sresentation f5)i0ws our general impression in rank order of oversil speaker
inteillgibisity: 1) the hearing speaker; (2) deaf spraker ) {felt to be the
Mol Lhte..iR.bot eafl spearer; (3, dea! speaker 2, and {4) deal speaker <.
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Resulta for the single voiteless and vorced obstruents are susmsarized in
Figures 3 and 4, respectively. Closwre or constriction duration was always
longer fof the deaf subjects than for the hearing 3sub ject, consistent with
previous reporta. As 13 typical for rearing speakers, closure or constriction
duration was longer for voicveless than for voiced segments. For the deat
speakers, the duration measuwrements for the voloeless and voiced segments
overlapped (see also delow, Figure 9.

The onumbder of tokens for which a glottal gesture ocowred are showt in
ine 2. These gestures were always correct (05 the hearing speaker and deafl
speaker 1. That is, tor single voiceless obslruents, each loken was charac-
terized Dy & singile abduction/aiduction gesture; for aingle voiced obstruents,
there was e laryngeal! gesture. For the other dea! speakers, (he pattern
varied, Deaf speaké:rs 2 and 3 used an appropriate la~yngeal gesture wmore
often for the alveolar than for the dilabral obstruents. we will discuss the
voiced obstrllents of thedg speaksrs delows ‘ e

With respect to interarticulalor timing, doth the nearing speaker amd
deafl speaker ! showed nearly similar patterns for all segwenis, For volceless
stops, the interval from imploaton to poak glottal opening tends to be 3imilar
to closure duration. This mseans that peak glottal opening and oral release
almost coincide, Thua, thede twe speakers DOth shoy a xall negative nmumber
for the second ameasure of interarticulator Liming * 2, the interval from

poak glottal opening to re.edse. Tven though the =2 gur«tiond for the
d-af speaker are prolonged overall, the relat;ve ! T oral and laryngeal
Sovstures 18 indistinguishable froa normal. for 4 ~eleza fricati e¢§ of
these WO speakers, the interval from implostion t ‘k glottal opening 13

roughly half of the Jduration of the oral conatrict:.n,  Peak glottal opening
thus oecurs aboutl 00 msec defore release,

Deatl speaner O was inconsistent in production, since in moat casel there
was no active glotlal opening gesture for the atops. For the fricative, thera
was an appropriate laryogeal g2sture and interarticulator timing was more
norsal.  For deal speaker i, we again find an inconsistent pattern. For the
labials, there was no glottal open.ng, whereas for the alveclars, a glottal
pening gesture wad aade. The interarticulator timing In thase cases i3
swmilar 1o nermal. For 1., the glottis Jdid not degin to cloge unttl about
naed after the oral release, whiTh 13 somewhat long, although not totally
unusual. For the fricative, although the Jdurations are long overali, the
relative diming pattern was siatiar to the pattern obtained for normal
speakers, )

ifaually one Jdoex not discuss  laryngeal-oral. coordination for voiced
obstruent production, but aince Jeal speakers are knowa Lo produce voiveless
for volced segmenis, we have alsd examined these productions,  Figure & shows
these datu. Here, we again find evidence that deafl speakers may use an
inappropriate laryngeal abduction gesture for the production of saae voiced
sounds, but as before, the speakers are inconsistent in this aberrant pattern,

wWhen the Jdeaf speakerd produced the appropriate laryrgeal ygestures for
volceless stops, their overall pattern of interarticulator timing resembled
that of normals, Specifically, tre oral release and pesk glottal opening tend
to correspond in time, For {ricatives, peak glottal opening precedes offset
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of tongue=palste contact as haa been _obaerved for normals., But a rathor'
unespaoted finding was obtained for these deaf subjects. 1In general, the

“laryngeal gesture fcr ug vdiceleas frioative /s/ waa produced correctly more

aften than for the voiceless plosives, For example, as Shown in Figures 3 and
4, deaf apeaker 2 consistently contrasted stops and fricati.cs at the glottal
level--the former were nearly always produced with a olosed glottis, while for
the latter, the glotils was alvays open. However, as shown in Figure S, the
deafl speakera were unliike the normal in that they were highly variable in
their production from token to token. Standard deviations for the deaf
speakers were, in many casss, fairly large. Fer thé hearing speaker, the
standard deviations were quite small--on the order of 10-25 msec, and
therefore not included in the figure, - )

For all test words deacribed above, obstruents were produced in‘the word-
initial posttion., An allophonic variation in American Engliah is that
voioeless stops following » stressed vowel are unaspirated. Therefore, we
alao exmmined stops produced in twg different positions of a bisyllabie word--
"paper,* where p, 15 stressed and p is unstressed. These data are shown in
Figure 6. The timing pattern for the injtal stops in this test wond was
essentially the smme as that described above for all speakers' production of a
single voiceleas stop. For p, the pattern is similar for the hearing subject
and deal speakers 2 and 3. %ioaun duration was shorter in these cases and
there was a tendency not to use an abduotion gesture in production. However,
deaf speaker ! produced both initial and medial stops in. an almost identiocal
vy, with asapiration in bath cases, : . .

.

Table 3 TN
Measucements of Vojee Onaet Tlma}or Single Stop Consonants (msec, nsz6)
v -
| " Dy b2 D3
p b 84 87 8 29
3 a" 5-6 3'9 6-9
b X 15 16 i 25
s 1.5 4.0 3.3 6.8
14 h 4 121 83 20 g
s 13.8 160 3.0 .3
cod Y 23 47 21 59
3 4.3 19,6 3.5 6.7
Py Y 68 18] 2
: 7.4 s i.e 3.8
P2 | T 7 2
s 6.7 3.4 3.8
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Table 3 shows measurements of voice onset time for single stops. These
acoustical measurements match fairly well with the physiological data, {.e.,
voice onset time was generally longer when a glottal gesture was found.

However, in contrast to the physiological data, the standard deviations for
the scoustic measuréments were fairly small.

Data for affricates are shown in Figure 7. Tnese segments are known to
be particularly difficult for deaf speakers to produce. For the hearing
subject, the stop closure and the fricative portion of the voiceless affricate

- were 39 and 126 msago, respectively, with peak glottal opening ocourring during

the fricative portion. In contrast, for the deaf speakers there was in most
cases no stop componerit. Consaquently, the timing pattern resembled thst of a
fricative. All deaf jpeakers produced the voiced affricates with a laryngeal
abduction gesture,

Clusters
Clusters have not been studied much in the speech of the heuring

impaired. The common /st/ cluster vas exsmined in the word inital position
and in the medial unstressed position of a two-syllable word, Figure 8 shouws

-only one component of the cluster since ‘we were often unable to identify two

separate gesturea for the hearing-impaired speakers. Consequently, these
productions mostly -resemble patterns described above for the single voiceless
friocatives, For the hearing speaker, when a voiceless unaspirated stop
followed a fricative, peask glottal opening is timed during the fwicative
segment and the glottis begins to close before the stop component begins.
Deaf speaker 1 tended to use a timing pattern for an aspirated stop with peak
glottal odening at release. In some cases, two opering gestures occurrsd--one
for the frisstive and one for the atop. For deaf apeakers 2 snd 3, in wost
cases, interarticulator timing for the word initial cluster more closely
besembled that observed for single fricatives. These timing patterns were
similag to rormal in that peak glottsl opening occurred during the fricative
portion. No clear pattern emerges for these speakers' productions of /st/ in
*jester." x

We finally turn to clusters with eiiher & worg or morphemeé boundary
within the cluster, sse Figure 9. In the first case, that of the wor:
boundary ("less tes"), we would expect that the word inital stop /t/ would be
aspirated since aspiration here is a way of =zigneling that & word boundary
occurs between the /s/ the /t/. In fact, 8ll of the speakers, with the
exception of deaf speajér 2, produced these tokens with two separate glottal
gestures--cone for the fricative and one for the stop. The patterns of deaf
spesker 2 are oonsisteRl with the previous observation that this deaf speaker
produced most stops without glottal opening, although for these test words, he
nevertheless respected the word boundary. The pattern of interarticulator
timing 1s -similar to that observed for other tokens of fricatives and
aspirated stops. ‘

Turning now to the effect of the morpheme boundary, the pattern for the
fricstive segment is similar to that for other single fricatives. For the
stop segment, only the hesring speaker raows evidence of a separate laryngesl
adjustment. Deaf apeakers 1 and 2 did njﬁt use 8 glottal opening. For ceaf
spedker 3, no stop segxent could be identified.
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DISCUSSION

Normal speakers Lstently use different patiterns of laryngeal-oral
coordination for volcekiflis stops gnd fricatives (L8fovist & Yoshioka, 1981).
Onset of glottal abdugfion generally temds to coincide with onset of oral
closure or oﬁnstrioti. unless preaspiration ocours, in which case giottal
sbduotion precedes impfosion. For aspirabed stops, peak glottal opening
odours at the releasqd:;:of the oral closure. This esnsures a delay in volce
onsst time and also:sajious a high rate of air flow for generation of frication
noise immediately afthy the relesse. In fricatives, the pesk glottal opening
ocdurs ocloser *o thet bnset of the oral .constrictica. The velocity of the
abduction gesture is. Bigher for fricatives than for stops and *he size of the
glottal opening also tepds to be larger for the fricatives. These differences
in 1nrmui‘eonc£¢‘a§§and Anterarticulator timing are most likely related to
different aerodynamic;requirments at implosion and release for fricptives and
aspirated stops, n@g’mtivelx. The hearing speaker in this astudy followed
these patterns, ‘. ! ’
] N ‘ *

i

. The deat' subjects showed both similarities and dissimilarities with
respect o normal spéakers. The x.3t obvious dissimilarity. was failure to
produce the voiokd-voiceless distinction. The deaf speakers either made 2
glottal gosture Mien none uas required or omitted the glottal gesture,
Furthersore, evg-.:' ﬂlen a laryngéal gesture was produced, its timing relative
to oral articulstory events could be more or less like normal. This pattern
varied eonsidergbl& .among deafl Speakers, : .

; .

-~ - Not—8 singly, deaf speaker 1, the most intelligible, closely followed
the “normal pajtefn. -For aspirated stops, peak glottal opening consisbently
ocourred at.the grel release. The same strategy was used in production of the
second stoy 1;‘ ¢ word "paper.” although in this'case, the phonological rules

ish dictate that aspiration is not necessary. On the other
the itiming for single fricatives was often produced correctly, the
/8t/ oclusterg /phowed different psiierns of  interartioculator timing. One
example of rlis occurrénce is illustrated by the /st/ cluster in "steal" where
was obsérved to be like that for an aspirated stop. Again,

relative tidf .
this speakey upes lm\upirated stop irappropristely-—in this example as part
s dluster. )

of a segweny

ghesker .2 differs from normal. in 3till a grosser fashion. Stops
were copsiitently produced without laryngeal activity while fricatives were
ridpced with amr appropriate glottal gesture. For. these latter cases,
the ihterj Viculator timing was reletively correct. 7Turning to deai speaker
3, we not# both incorrect and highly variable.productions. However, when the
relative -timing 1is preserved between che articulators, the ablolute duration
of srticulstory events is longer than those found for heasring speakers. This
psttern of increased duration has often been noted in the speech of .the dedf
(Hudgins - & Nusbers, 1942; Calvert,. 1961; Osberger & Levitt, 1979). In
rqlation;’to these findings, it is interesting to note that hearing Speakers,
whon deprived of a.ditory feedback, also show evidence of increasing duration
(Borden /. 1980) , ) -

4 :
wther characteristic that marks the speech of the deaf .as different
from ngrﬁal is variability in production at the physiologicasl level, This

T
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variahuit.y ‘appears to be an important fantor in the speech of the deaf
suggesting that deaf apeakers, even.the less intelligible. do not produce an
utterance in quit.e the smme way each time it is perceived to be in error.
Hawever, we also ‘observed that even when apeaker\s were judged to be correct in
their productions, there waa cohsiderable variability from token to token.
These results are consdistent with electromyographic data obtained for oral
articulatory timing (tongue - lips) of a deaf talker (McGarr & harris, in
press). Variability in production was noted less at the acoustic level (VOT
measurements), although fairly large- standard deviations for deaf speaker

‘productions  have been reported (Monsen, 1976). Such inconsistencies in
production may be one reason -why li.st.eners find the spsech. of the deaf aa'

ditﬂcult to understand.

“As mntioned abcve. all deaf speakers were more auccesst‘ul in pr.oduc\ng
fricatives than stops. These results differ from those reported in the
literature (Nobsr,°1967; Smith, 1975; Levitt, Strombetg, Smith, & Gold, 1980).
Cn the one hand, we find our results perplexing since one would- expect, that
ifricatives,. because of their high frequency spectra and articulatory invisi-
bility, would be difficult for severely-profoundly desf speakers to perceive
and thus to produce.  Alternstivelyj on the physiological level, one might

’ . postulate that voiceless: fricatives, for example, require less precise inter-

articulator timing than voiceless stops. At the' laryngeal level, the deaf
spehker need oaly opeh the glot.t.ia. even if in a fairly stereotypic way 'as
demonstrated by our subjeots, and then direct the air sreamm in an outward
direction, .The distortion of the /s/ in the speech of the hearing impaired
may thus more accurately reflect poor placement of the upper articulators
rather than’ inappropriate laryngeal ~ad justments, Indeed, it is well kmown

-that normally the /s8/ is produced at’the level  of the upper articulators with

both channel and wake turbulence, the former being - generated by the grooved
portion of the tongue, and the latter generated when the airstream strikes the
teeth. Deaf spoakers are known to have diffjculty positionihg the tongue f3r
correct place of articulation (Huntipgtou, Harris. & Sholes, 1968; McGarr &
Harris, in press). “Plosivesy on the. vther hand, demand particularly fine

interarticulator coordinaticn betwgen the larynx and the upper arti\:ulat.ors

and aore precise management of the air stren. . Q

The operation of the larynx’ in apeech 1is anal‘ogouz to 'tﬁat of an air
valve, whereby the valve must bé opened for volceless sounds to let some air
escape, and must also.be closed at the appropriate times in .order to preserve
the breath-ztreas. Stud’ of the resptratory patterns of deaf Speakers have
shown that these subjeots evidence at least two kinds of prodblems. The fipst
is that they iniuate phonation at teo low & level ‘of vital capacity,” and,
also that they produce a reduced nimber of a}u.blu per breath (Forner &

Hixon, 1977; Whitehead, in press). & second’probles is missansgdment. of the .

volume of air by inappropriate valvin; at the laryngeal level. ° Laryngeal
valving has two functions: articulatory end phonatory. For the former,
urodynn'ic studies of deaf speech production do not consistently show thav
hnring-hpurod speakers produce obstiruent.a with abnormally high_ air flow
rates (Whitehead, in press), One might™ infer phonatory valving problems from

"some descriptive studies that often ascribe breathy voice quality to deaf

speakers (Hudging & .umbers, 1942; Monsen, Engebretson, & ‘Venula, 1978;
Stevens, Nickerson, & Rollins, in press). The results of the present study
suuost. valving probleas. of a somewhat aifferent nature. That 1is, during
' 4
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pauses between words, each of the deaf speakers in tris study 1napp|{-opriate1y
opened the gloctis. Whether they actually took a breath, as is suggested in
early w.rk of Hudgina (1937), or simply wasted air cgnnot be sscertained
directly from our dats. However, we would argue that the lstter is more
likely since the glottal abductiocn gesture was sseller and shorter in duration
between words than between utterancea. This pattern differs from one the-~

children's productions, these authors prcposed that the glottis {s claqsed
during pauses between words.
‘ Turning to acousties and perception, we find a rather straightforwerd
relationship between physiological records and scoustic Tmeasurements for
- 8tops. .The relationship between the physiological wmeasurgwenta and the
listener judgments was not  always direct. Perception of both voiced and
; voiceiess obstruents could Be found for tokens with and without s correct
laryngeal gesture. For example, for the ‘productions of deaf spoaker 2,
Aisteners heard /b/ .for /p/, the common voiced fdr voiceless sudbstitution,
g when no glottal opening was found, of. Table 1 and Figure 3. However, for the
" alvaolar stops of the same speaker, listeners reporied & volceless -sound in
8ll cases, includ.ng tihose without a glottal abductidpn. From Table.? it
appaars that VOT was only 20 msec for these stops.

AR R FEEARC i
.

These results are not too surprising, -wipce a straightforward relation-
ship *»atween physiology and listener judgments is unlikely in such a complex
pher _adnon as the voiosi/voiceless distinction. This mismatch between physio-
s - logicel racorda and listener judgments of deaf speakers has also been noted by
“h Mahshie (1980). - Although in controlled studies us‘ng synthetic speech,.VOT

; haz Dbeen shown to be an Importsat determiner for the voiced/vo‘celess
3 distingtion, in resl speech there are & host of acoustic cues that may be ro-
0 responsible for this perception.” Msasuremani: along. one single acoust.&éﬂ

"o . - rdimensieaycannot be rvadiiy expecte’ bo. prdllict listener responses when other
&S - ‘scoustic yvariables are not held constamt, since interactions have repsatedly
F ' besn s’ own to occur. Examples of such interactions hat sffect the perception

_ of th volced-voiceless ‘distinction in stops are smplitude and duration of
o aspiration {(Repp, 1979), snd speech tempo and closure duration (Port. 1979:

Fitch, 1981; see also Miller, }981), . Qur VOT values for the deafl speakers -

were in the range of 2¢. - 30 msec, where interactions and boundary shifts are
@08t likely tooccur. This may be another reason why listeners to deafl apeec
have difficulty making judgments of partsicular phonetic segmentsa, . .

N . [Eariter, ué¢ argued that becauss the larynx 1s placed in an jinacassibie

’ and invisible position, mastery of laryngeal articulation is arrived at by ‘the
acoustic mgignal. ’ The deaf speakers in this study s}l sustained severe-~
profound hearing losses suggesting that oral-laryngesl articulatior wouid be
exé¢gedingly difficult in 1ight- of reduced asuditory acuity, Ip fact, dear
3peaiit‘ra‘m;e often sasid to place their articulstors fairly sccurately aspe-
cially for those .plsces of articulation that are highly visible, but fail to
Coordinste cne movements betwesn several asrticulators. Our data show tnat
this notion of deaf speech is An_part correct, yet cur subjects were also
capable of executing appropriste glottsl gestures. We would argue that this

~.. 18 in pafs. due to low “frequency residual hearing that conveys some voicing
information as weil as tactile feedback.® .
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‘rhere 'are other findings in studies of deaf speech that «re als%o
perplexing and not satisfactorily sccounted for by e¢ither residual hearing or
taction: prepausal lengtheniny (Reilly, 1979), and pitch declination (Breck-
entidge, Note,1). If auditory monitoring of one's own voice was the Sole
prerequisite, for the e3' .olishment of these phencmena, one would not pécessar-
ily txpoet“Mind thea in profoundly deafl spepkers. Quite possityy, they may
be dpe to imtri :ic factors of the spesch production system. This ides may
also account for why interarticulator timihg was sometimes correct for the
hearing-impaired’ subjects of‘ this study. Lsryngeal nrucujat.ory povements
overall are rasther stareot.ypio and restricted to abduction and adduction, JFor
example, production Of a voiceless fricative involves opening the glottis and
letting air through. Thia bears some resemdblance to non-speech activities
such as blowing and respiration. For the latter, it is reasonable to assume
that there exjst respiratory-laryngeal linkages whereby glottdl adbduction and
adduction are automatically coordinated with respiratory activity. - Speech
production ir both normals and the deaf most likely utilizes such linkages,

: although the details arg unknown at preaent..

. \
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O " FOOTNOTE

1For convenience in the following discussion, we will call the speech
characteristics of the group "deaf speech"™ aad the speakers of: af speech”

will be cslled deaf." By making this identification, we acknowledge Shat not
sll pérsons who sustain severe to profound hearing losses produce this
characteristic speech.
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OM FINDING THAT SPEECH IS SPECIAL®

Alvin M. Libersan+

Abatract. A largely unsuccessful attempt to communicate phenologio
sagments by sounds other than speech led my ocolleagues and me to ask
why speech does it 30 well. The snswer came the more slowly because -
W wre wdded to s "horiontal" view of language, seeing it as a
biologically arbitcary assemblage of processes that are not them—
selves linguistio. Avoordingly, we empsoted to find the answer in
goneral processss of suditory perception to which the acoustic
signal had been mede tS oconform byiappropriate regulation of the
movaments of artioulation. What "we found wes the opposite:
spaoialized processes of phonetic perception that had beon made to
conform to the acoustic consequences of the way articulatory mova-
ments are regulated. The distinctively linguistio:NDmotion of these
specializations is to provide for efficient perception of phonetic
structures that can also be efficiently produced. To assume that a
phonetic specialization exists accords well with a "vertical®™ view
of language in which the underlying sctivities sre seen a3 coherent
and distinotive. Recent evidence for such special processes comes
‘from exzeriments designed to investigate the integration of cues.

1 welcome this opportunity to talk to my fellow nsychologists sbout a
subject that has, I think, been too much taken for granted.” The subject is
perception of phonetic segments, the oonsonants and vowels that lie near the
surface of language. My sim 1s to promote the hypothesis that perception.of
those segments rests on specialized processes. Thess support a phonetic mode
of perception, they serve a distinotively linguistic funotion, and they asre
part of the arger specialization for language. N
Ty

*In press, American Psychologist. )
*Also University of Conneoticut and ‘Yale University.
-Acknovwledgment. 1his paper is based on a Distinguished Scientifit Contribu-
tion Awmrd addreas yen at the meeting of the American Psychological
Association, Los Angeles, Californis on<August 25, 1981. Preparation of the
paper, and muah of the research on which it is—based, was supported by the
Mational Institute of Child Health and Human Development (HD 0199%) and by a
Biomedical Research Support Grant (RR0O5596). At Heskins Laboratories it is
hard to know what 1s owed and to whom. I would, however, especially
acknovledge my debt to Franklin S. Coofer, with whow ‘I have besn olosely
associated for 35 years. For help with .this paper I thunk Louis Goldstein,
Isabelle: Libsrnan, Virginia Mann, Sharon Menuel, Ignatius Mattingly, Patrick
Nye, Brunc Repp, and Michael Studdert-Kennedy. I am grateful to J. A, Fodor
for making available to me an early draft of his monograph. "The Modularity of
Mind,* which I found particularly relevant and stimulating. .

[MASKINS LABORATORIES: Status Report on Speech Research SR-67/68 (1981))
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The phonetic specialization is apparently adapted to the singular code by
which phonetic structure is connected to sound, a oode that owes its charscter
to the way the segments of the structure are articulated. and coarbiculated oy
the organs of the vocal tract. surpriSingly, then, phonetic processes
incorporate a link between percepfion and production. With that s&s key, an
othervise opaque code becomes perfectly transpsrent: diverse, continuous, and
tangled sounds of' speech are automatically perceived as a scant handful of
discrste and variously ordered segments. Moreover, the segaents are given in
perception as distinotively phonetic objects, without the encumbering auditory
-baggage that would make them all but useless for their proper role as vehicles
of language, ’

But we do take speech and its acoustic nature for granted, so much 8o
that it is, I suspect, hard to see why perception of phonetjc segments should
require processes of an other-than-auditory sort, and evewr harder, perhaps, to
imagine what it might mean to perceive those segments as phonetic cbjects,
free of a weighty burden of auditory particulars. It may help, then, to begin
by recounting my experience with an attempt to transmit phonologic information
by purely auditory means. That experience.exposed for me the problem that a
phonetic specialization might solve. though it did not, of course, revieal how

\ the solution is achieved, nor did it show that the solution requires

\

specialized processes. LEvidence bearing on those matters is reserved for
later sections. ; .

Perceiving Phonolog eggent in the Auditory rode: An Assumption That
Falled

“
AY -

\ In the mid-Forties I began, together with colleagues at Haskins Laborato-

ries, to design a reading machine for the blind (Cooper, 1950; Nye, 1963.
Studdert-l(gnnedy & Cooper, 1966). This was, or was to have been,.a device
that would scan print and use its ccatours to control an acoustic signal. At
the'outset we assumed that our machine had only to produce, for each letter, a
pattern of sound that was distinctively different from the pattegns for other
letters. Blind users would presumably learn to associata the sounds with the
letters and thus come, in times, to' read.: The rationale, largely unspoken, was
an assumption about the nature of speech--to Wit, that the sounds of speech
represent the phonemes (roughly, the letters.of the alphabet) in a straight-
forward way, one segment of sound for each phoneme. Accordingly, the
perceptior of speech was thought to be no different frow the perception, of
other sounds, except as there was, in speech, a learned association between
perceived sound and the name of the corresponding phoneme. Why not expect,
then, that arbitrary but distinctive sounds would serve as well as apeech.
provided only that the users had sufficient training?

Given that' expectation, we were 11l prepared for the disappointing
performance of the nonspeech Ssignals our early machines produced. So we ~
persisted _seeking to increase the perceptudl distinctiveness of the sound
alphab.t and also the ease with which its units would form into words and
sentences. But our best efforts were unavailing. No matter how we patterned
them, -the sounds evohed a clutter of auditory detail that sub jects oould not
readily organize and identify. This discour aged the subjects, but not me, for
I had faith that the difficulty would ultimately yield to practice and the
principles of learning. What loomed as a far more serious failing was that
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modest increases in rate caused the unit sounds to dissolve into an imperapi-
ocuous buzz. Indeed, this happened at rutes barely one tenth those at which
the disorete unfts of phonetic structure can be conveyed by apesch, .

Having come, thus, tc the conclusion that we should try to learn from
spesch, we began to study it. But our hope at that early stage was only that
.we might find principles of auditory perception, hitherto unnot‘ced, that the
language system had somshow managed to exploit.! These woula not only be
interesting in their own right, but also useful in enabling us to overcome the
practical diffiouity we had been having, since the auditory principles we:
hoped to find oould presumably be applied to the design of nonspeech sounds
our reading machine might be made to produce.

What I-did not for a long time understand was that our practical
difficulty lay, not in our having failed to find the right principles of
auditory perception, but, much deeper, in our having failed to see that the
principles we sought were simply not suditory. Perhaps I should have arrived
at that understanding eariier had I not been in the grip of a mislesding
assumption that had.decisively shaped my thinking about speech, langusge, and,
indeed, almost anything else I might have found psychologically interesting.
I was the mire misled because the assumption reflected what I took to be the
received view; in any case, I had never thought to guestion it.

In casting about for a word to characterize the view I Q‘peak of, I hit on

"‘h&riz‘ontal" as Dbeing partiéularly eppropriate, . only to' discover that
J. A..Fodor (Note 1) had chosen the same word to describe uhai\l take to be

" much the same view. Apparently, we have here a metaplor whose time has come.

As applied ‘to language, the metaphor is intended to convey that the underlying
processes are arranged in layers, none of them specific to language. On that
horizorntal - orientation, language is accounted for by reference to whatever
combination of, processes it happens to engage. Hence our assumption, in the
attempt to find a substitute for speech, that perception of phonologic
segiaents is normally accomplished, presumably in the first layer, by p ocesses.
of a generally auditory sort--that is, by processes no different from those
that bring us the rustle of leaves in the wind o:* the rattle of a snake in the
grass. To the extent we were concerned with the rest of language, we must
have- supposed, in like manner, that syntactic structures are managed by using
the most general resources of cognition or intelligernce. There were surely
other processes on our minds when we thought absut langusge~--~attention,
memory, learning, for exahple--the exact number and variety depending on Jjust
which aspects of language activity our attention was directed to at the
poment. But all the processes we might have iivoked had in common that none
was specialized for language. We were not prepared to give language a biology
of its own, hut only to treat it »s an epiphenomenon, a biologically arbitrary
assemblage of processes that were nqt themselves linguistic,

. The opposite view—the one t&\ which I now {incline--is, by contrast,
vertical. Seen this way, language does have its own biology. It is a
coherent system, 1like echolocation, in t!, bat, comprising distinctive
processes adapted to a distinctive Qunction. The distinctive processes are
those that - underlie the grammatical codes of syntax and phonology; their
distinctive function is to oyercome the limitations of communicating by
sgrammatic means. To appreciate those limitations, we need only consider how

[)
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1ittle we could say if, as in an agrammatic system, there were a straightior-
ward relation tetween message and sigral, one signal, however elaborately
patterned, for nach message. In such a sysiem, the number of messsges to be
communicated could be no greater thau the number of holistically ad distinc-
tively different signals that can be efficiently produced and perceived; and
surely that number 1is very mmall, especially when the signal is acoustic.
What the processes of syntax and phonology do for us, then, is to encode an
unlimiced number of messages into a very lisited number of signals. In so
doing, they mstch our message-gene: ating capabilities to the restricted
resources of cur signal-produsing vocal tracts and our signal-perceiving ears.
As for the phonetic part of the phonologic domain, which is the subjeoct of
this paper, I will suggest that it, too, partakes of the distinctive function
of grammatical codes, and that it is, accordingly, also special. (For further
discussion, see Mattingly % Liberman, 1969; Liberman & Studdert-Kennedy, 1978;
Liberman, 1970.) )

The Special Function of the Plionetic Mode

To produce a large, indeed an infinite, number of messages with a small
number of signals, a syntax would, in principle, suffice. Without a phonolo-
gy, however, 20?1 smallest unit of an utterance would necessarily be a word,
50 & talker would have to make do with a very smsll vocabulary. The vbvious
function of the phonologic domain is, then, to construot words out of a few
meaningless units, and thus to make possible the large vocabularies that human
beings like to deploy. Bu% the words of the vocabulary are presumably to be
found=in the deeper reaches of the phonology, where they are represented by
the abstract phonemes that stand beneath the many phonetic variations at the
surface, variations associated with phonetic context, word boundaries, rate of
articulation, lexical stress, phrasal stress, idiolzct, and iialect, to name
the most obvious sources. What resains in speaking is, of course, to derive
the surface phonetic structures, znd then to transmit them by using the organs
of articulation to produce and modify sounds. Transmitting those structures
as sounds and at high rates becomes the distinctive function of the phonetic
mode, :

At average rates of speaking, talkers producs and listeners perceive
about .8 to 10 segments per second. In the extreme, the rate may go to 25 or
30 per second, at leas: for short stretches. Plainly, such rates would be
impossible if cach segment were represented, as-in the acous{.ic alphabets of
our early reading machines, by a segment of The organs of the vocal
tract cannot meke unit gestures that fast, and, even if they could, the rate
of delivery of the resulting units of sound Jwould overreach the temporal
resolving power of the ear. The trick, then, [is to evade the limitations on
the rate at whiéh discrete segments of sound cah be transmitted and perceived,
while yet preserving the discreta phonetic segments those sounds must convey.

The vocal tract solves its part of the problem by breakiny ‘the two or
threé dozen phonetic segments intc a smaller number of features, assigning

each feature to a. gesture that can be made more .. ‘ess irdependently, and
then turning the articulators loose, as it -were, to do what they can. A

consequence is that gestures corresponding to features of Ssuccessive segments
are produced at the ssme tim?, or else greatly overlapped, according to the
constraints and possibilities inherent in the masses to be moved and in the

\ .
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nsurcmuscular srrangements that wove them. This is to say that the characte;
of speech is determined largely Dy the nature of the mechanisms that do the
speaking. But it could hardly be otherwise. For even if Nature had devised
articulators that could make successive unit gesturss at rapid rates--pytting
aside that this would presumably have dedtroysd the utility of the vocal tract
for such other purposes s ::tlnu and "breathing--the resulting drumfire of
sownd would, as I no’.ed earlier,

o e ]

sound--the singulsr ocode I referred to in the introduction—-that must, I
think, *ske first place in any attempt to investigate and wndérstand the
perception of speech, ' ' .

One charsoteristio ot';’ﬂu ocode that should immedistely engage our
sttention follows from the. fsot that one or another of the articulators is
slmost alweys moving. - The oonsequence is that many, perhapa moat, of tho
potential msocustic cuss-~that 'is, sspsots of the sound that bear a systematic

- Felation to the phonetic™ segment--are of a dynamic sort.' Witness, for

example, the changes in formant frequency, causéd by the movement from one
articulstory position to another and imown to be important ocues for various
oconsonants (snd, indeed, for vowels) (Liberman, Delattre, Cooper, & Gerstaan,
1258; 0'Connor, Gerstman, Liberman, Delattre, & Cooper, 1957; Mann & Repp,
1980; Strange, Jenkios, & Edman,™ 1977). How do these time-varying scoustic

 ouss evoke discrete and wnitary phonetic percepts that have no corresponding

time-varying quality?

'] -

Auother characteristic of the code, owing again to the way thg artiocula-
tors produce and medulate -the sound, is that the aocustic cues are numerous
and diverse. In.the contrast between the (b] of rabid and the [p} of rapid,
tor exemple, Lisker (1978) has so far identiried sixteen cues, representing a
variety of acoustic types. The many cues are not ordinarily of squal power--
some will override others--but power does not appear to be determined
primarily by adoustic prominence. How, then, is such a numerous - variety of
seemingly arbitrary cues bound into‘'a aingle phonetic percept? .

Finally, the processes of articulation, and more particularly coartioula-
tion, cause the potential cucs for a plioftetic segment to be widely distributed
through the signal and merged, often §uite thoroughly, with potential cues for
other segments. In a syllable like bag., to take.a simple case, it is iike'y
that a single parsieter of the acoustil signal--say the second formant--
carries information simultaneously about at least tw of the conatituent
segrents and, in some plsces, all three (Coopcr, Delattre, Liberman, Borst, &
Geratman, 1952; Liberman, 1974). . Indeed, it is this characteristic .of speech,

this encoding of seversl phonetic segments into one segment of sound, that is,

a2 we have seen, an essential aspest of the processes by which phonetic
segments are produced and perceived at high rates., Bu: the result is an
aocvustic amalgsm, not an alphabet. How does the listéner recover from it the
string of discrete phonetic segments it encodes?

Of course, we might try to evade those questions, and the thorny problems

they pose for the auditory mode, by supposing that the articulators produce,
for each phonetic segment, at least one ocus that represents tha scgment quite
straightforvardly (Stevens & Blumstein, 1981). PBecause the relation of that
cus to She phonetic segment is transparent to ordinary auditory processes, the

-
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listener might respond most sttentively just to it, dismissing the others as
80 much c¢™aff, or else learning to accept them as associated with, but wholly
inoidental to, the real business of talker snd listener. Such evasion will be

d to maintain, however, if, as we now have reason to think, the typical
listener is sensitive to all the phonetic informaticn in speech sounds (Bailey
& Susmerfield, 1980).2 Certainly every potential cue sc far tested has proved
to be an actusi cue, no matter how peculiar seeming its relation to the
phoneti~ segment. . ‘ t ¢

We should ‘suppose,” then, that there is in- speech perception a process by
which the manifold of variously merged, continuous, and tige-varying cues i3
sade to form .in the listener's mind the discrete and crdered phonetic segaents
that were produced by tha speaker. But it seems hardly conceivable that this
could be accomplished by processes of a generally suditory sort. Therefore, I
assume, as I said in the introduction, that the process is - specisl one--a
distinctively phonetic process, specifically adapted to the unique charsc-
teristics of the speech code. Since that code is opaque except as one
understands the special way it comes about, I find it plausivle to suppose,

further, that +a link between perception and production constr.'ns the process

as if by knowiedge of what a vocal ftract does when it make- linguistically
significant gestures (Cooper et al., 1952; Liberman, Deia‘*re, & Cooper,
1952). ' - '

A Special Process of the Phonetic Mode: Iategration of Cues

.

Of the many experimental results that bear on the exister-= and nature of
distinctively phonetic processes, none {4 critical; what tells is the. weight
of the evidence and the way it converges on certain. conclusions. Faced, thus,
with many more results than I could hope to include, I had to choose between
picking a closely related few and, alternatively, offering a token of each
type. (For recent and ocomprehensivi reviews, See Repp, :981; Studdert-
Kennedy. 1980). I have chosen the related few, selecting ti.se from recent
. studies that bear on the three questions raised by the characteristics of the

speech vode 1 reflerred to in the previous section. Aspects of these questions
have long beeh worried sbout as the problem of "segmeptatic-": how is the
scoustic signal "divided" into phoretic segments (Cooper et ai., 1952; Fant,
1962; Liberman, Cooper, Shankweiler, & Studdert-Kennedy, 1967)7 Recently,
Repp (1978) and Oden and Messaro (1978) hgve looked at the other side of the
coin, putting attention on the problem or;‘}:integnuon': how - do cues combine
to produce th: percept? It suits my purpodes to adopt their perspective, and
80. I will. . -
. |

Integration of a time-varying sound. Frequency sweeps--called formant
transitions--of the kind shown in Figur@ 1 can be sufficient cues for, the
perceived distinction between:the stop consonants [d] and [g] in the syllsbles
(da] and [ga] (Harris, Hoffman, Liberman, & Delattre, 1958). But, as I asked
earlier, how are such frequency Sweeps integrated (as information about the
phonetic dimension of "place") into a unitary percept, [d] or [gl], that has
about it no hint of a corresponding sweep in pitch? Two interpretations are
possible: one, that the integration is accomplished by ordinary asuditory
processes; the other, that special phonetic processes come int. play.

+
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: . [da] to [ga]
NORMAL IBUNAURAL) PRESENTATION .
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|
} - . isolated transitions
' (to one ear) (to other- ear)
DWLEX-PRODUQING (DICHOTIC) PRESENTATION
X \
s . - .
Figure i, Sshematic representation of the stimulus pnt.terna used in the

. experimgnt on integration of’the tcime-varying formant transitions
. {Mann, H’nddon. nuuon. & Liberman, lote 2).
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On an auditory 1ntorprctauon. one Wight suppose, most simply, thst this
13 an instance of lcw-~level sensory int ation. something like the well-known
integration of intensity and time into Mn perception of loudnu;. That
possibility is quickly ruled out, houcvor\, by the observation that when the
transition cues are removed from the pattern and presented alone, as in the
part of the figure at lower right, listenery dq perceive a rising or failing
“chirp,* slsost a glissando, that oonroma'irouonably to the time-varying
peroept that psychoacoustic considerations ,@naht have led' u3s to expect
(Hlttinaly. Liberman, Syrdal, & Halwes, 1971).

But the auditory theory is not 80 oum} ‘disposed of, because it can
slways fall back on the assumption that the tobnt. transitions collaborate -
with the rest of the pattern in an interaction of\y purely syditory sort, from
which the percepts, [d) or, [g),- emerge. It mfiters little that there is
rothing in what Wwe know about perception of ocomplx sounds to suggest that
such interaction should occur, for we know very ’, ttle about perception of
complex zounda. Nor does it necessarily matter WYow iaplausible it 1is to
suppose that the ‘articulstors could 30 comport W%hemselves as to produce
exactly the right combination of sounds, not just in | pis instance, but in the
_myriad others that must occur as the srticulators s§commodate.to variations

in, for- example, phonetic context, rate, and linguist@n stress. Such consi-
. derations make an explanation based on auditory intersfition endlessly ad hoe,

but they do not, in prinaiple, rule it ouz.

A phomuc interpretation, on the other hand, woilid have it that the
integration of the formant transitions into a unitary Percept reflects the
operation of a device specialized to perceive the sounds in a linguistiocally
appropriate way. As for what 1s linguisticaliy appropriate, it is plain that
perceiving the transitions as rising or faslling chirps is not. Langusge,
after all, has no use for that kind of suditory information; it cnly requires
to know whether the segment was [d] or [g]l. Indeed, if the chirps and other
curious auditory chesraoteristics of speech sounds were heard as such, they
would intrude as an intermediate stage of perception that had, itse.., to be
interpreted, however autcmatically. In that case, listening to speech would
be 1like listening to the acoustic alphsbets of our early resding ncmnes. or
.to Morse code, and that would surely be awkward in the extreme.

What 1is required, if the tue-varying transitions are to be perceived
(appropriately) as’ unitary segments, is that the percept reflect neither the
proximsl sound nor the more distal movements it betokens, but rather the still
more distal, sfld presumstly more nearly unitsry, neural command structure that
oocasioned the movements. A less tiaid writer wight. call that the telker's
phonstic intent. o

- But whatever the percept exactly .corresponds to, I suppose that Pature
provided a device that is well adspted to its linguistic function, which is to
make available to the listenier just those phonetic objects he needs if he is
to understand what the speaker said. But Nature could not have anticipated
the development of synthetic aspeech and dichotic stimulation, so it is
possible to defeat her design in such a way as to discover something about
what the design is. To do this, we 3e a method that derives from a discovery
by Rand (1974). (See' alsoc Isenberg & Liberman, 1978; Libermen, 1979). Its

- special feature is a way of presenting patterns of synthetic speaech so that an
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- acoustic cue is perceived as a nonspeech sound and, siuultenéously. &8 support

for a phonetic percept. The obvious sdvantage of the method is that it holds
the stimulus input constant while yet producing two percepts, thus providing »
control for auditory intersction. Recentiy, the method has been applied by
Mann, Madden, Russell, and Liberman (1981; Note 2) to determine how a time-
varying formant transition' is integrated into the perception of a stop
oonsonant. The axperiment” was as follows: -

To one ear we presented one or another of the nine formar transitions,
s shown at the lower right of Figure 1. By themselves, these isolated
transitions sould like time-varying .chirps--that is, like ressonably faithful
suditory reflections of the time-varying acoustic signsl. To the other ear,
we presented all the rest of the pattern--the base, 20 called--that is shown
at the lower left of the figure. By {taelfl, the base ia always perceived as s
s.op-vowel syllable; most listene-s hear it as [de], some as [gal.

en these two stimuli are pre.aentcd dichotically, listeners report a -

duplex percept. On one side of the duplexity, the listeners perceive the
syllable (da] or (ga), depending on the identity of the isolated transition.
This speech percept is seemingly no different from the one that would have
been produced had *he base and the isolated transition been electronically

mixed and presented in the normal manner. On the other side, lpd at the same

tize, the listeners perceive a nonapeech chirp, not perceptibly different from
what they experience when the transition is presented by itself. Thus, given
eéxactly the same acoustic context, and the smme brain, the transition 18
simultanedusly perceived in two phencmenally different ways: as critfdi
support for a stop consonant, in which case it is integrated into a unitary
percept, and g2 a nonspeech chirp, in which case it is not.

To go beyond the phsnomenology just described, we determined how *he
trunsitions would be discriminsted, depending on which side of the duplex
percept the listener was attending to. For that purpose, we samupled the
continuum of .formant transitions by pairs, chposing, as members of each to-be-
discriminated psir, stimuli that were three steps apart on’the continuum cf
formant transitions shown in Figure !, These we presented in an AXB format (A
and B being the two stimuli' to be discriminated and X‘being the one or the
other) to sibjects .whe were instructed to decide on the basis of any
perceptibie difference whether X was more like A or like B. When the

subject's attention was directed to the speech side of the duplex percept, we '

obtained results represented in Figure 2 by the solid line: with attention
directed Lo the nonspeech side, we cbtained the results shown by the dashed
line. The difference.is obvious. When the transitions. support stop conso-
nants--that is, when they are perceived in the phonetic mode--the discrimina-
tion function has = rather high peak, the location of which corresponds
closely to the phonetic boundary. This is the familiar tendency toward
categorical perception thst characterizes segments such as thess, a tendenc
that is, 1tself, rather highly adaptive, since it is only the categorical
information--the segment 1is categorically {[d] or [gl--that is most reievant
linguistically. When the ssme transitions’ are perceived, on the nonspeech
side of the percept, as chirps, the discrimination function, shown as the

dashed line and open circles, ir different; in fact, it is nearly continuous.?

Thus, the discrimination functions confirm the mors blatantly phenomenologicsi
results desoribed esrlier. Both indicate thst integration of the formant
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transition intc a phonetic percept is cwing to a sneciel process thiat makes
T svalladble to perception a unitary phonetic object well suitéd to its role in

e language. ‘ _
“-The sule phonstic process that integrates the trensitions has other

» characteristios, of course, including one that has attractec attention fo. @
" long time: it ﬁjutivwcopuon tc varistions in the acoustic signal when
those are ocaused by ooarticulatory sccommodat.on to changes in phonetic
context; thus, it seems to rest on a link between perception and produotion
(Liberman et #l.,: 1952; Mann, 1980; Mann & Repp, 1981). A second part of the

T o=, 6xperiment just desoribed was designed to examine that perceptual ad justaent

to phometic context, and to exploit the duplex percept to identify the domain,

.. suditory or pho_stio, in whioh it ocours. To that end," we took sdvantage of

"0 a0 earlier expariment by Mann (1980) in whigh she had found that placing the

" * sylladles (al] or [ar] in frost of the [da)-[ga) pstterns osused the position.

of the (da)-{ga) boundary (on the continuus of formant transitions) to shift--

toward the [g) end for [ar] and the [d) end for ([al). Since the shift wes

‘ consistent with the change in (dal-[gal articulation that can be shown to
cocour -4hen the syllable (al] or (ar] is spoken immediately before, Mann

. -. 1. inferred:that this was, indeed, s case in which the perceptusl sys:.em had -

2N sutosatically reflected ccarticulation ind its accustic consequences, .

Qur further obntribution to Menn's reault was’ simply to repeat her
experiment, but with -the *duplex" prooedure (and with wessures of discrimina-
tion substituted for the. phonetic idéntifications she had used). Th. outoome
was quite straightforvard. On the “peech side of the duplex percept we (in
effect) replicated the eariier rasult, 23 shown by the results displayed in
Figure 3. Teking the diserimination dats obtained with the isolated [da]-{{gﬂ
syllables (s0lid line oonnecting soli¢ oiroles) as baseline, we see 'that
plading the syllahle [ar] in froat caused the discrimination pesk (and
presumably the phonetis boundary) to wove: to-the right, toward the {g] end of

nsifE When [al] ,. jveded, the peak (and the boundary)

dpposite direction-~that is, to the left, toward

[d]; for some subjeits, ffideed, it shifted so far as to move off the stimulus

continuum, sc there is, for them, no effective boundary, which expleins why

ihe peak is so low. For present purposss, however, the point is simply that

“thare are large effects of prior phonetic-context on discrimination of the

transitions whin those are perceived cn the speech side of the duplex percept.

On the other hand, as we see in Figure &, the nonspeech side of tne percept is

waffeocted by phonetic context: discrimination of the formant transitions is
the sswe whether the basc was-precedad by [all, by [ar], or by nothing.

Putting the tvo experiments together, we conclude that, givern a single
scoustic corlext, ezsotly the samme formant transitions sre perceived in two
different modes. In the one mode, they evoke nonspeech chirps that have a
time-varying quality corresponding, approximately, to the time-varying stim-
ulus; changes in the transitions ary parceived oontinuously; and perception is
unaffected by phonetis context. This is, of course, the auditorv mode. In
the other mode, the sme transitions provide critical support fer the
peroeption of stop oonsonancs that lack the time-ve ing quclity of the
nonspsech chirpe;: chenges in .he transitions are perceived wmore or less
- categorically; and perception ia markedly affected by phonetic context. This
5:““"“"‘:‘“‘ {5 the phonetic mode.
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PERCENT CORRECT DISCRIMINATION

14. 26 3-6 4-7 6-8 6-9

STIMULUS PAIR

Figure 3. Disoriminadbility of the formant transitions on the speech side of
the duplex percept when the target syllables [da] and [ga)] were in
isolation and when they ware presented by the syllatles [arl and
[81) (from Mann, Madden, Russell, & Liberman, Note 2).
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auditory or phonetic factors. (From "Duplex’perception of cues for
stop consonants: Evidence for a fonetic mode,” by A. M. Liberman,
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Integ_r;ation of sound and silence. Perception of a phonetic segment
typically depends, as™I Indicated eariier, on the integration of several--many
may be a more appropriate word--acoustic cues. Even in the case of [da) and
[ga] Jjust d=scribed, there wes one other cue, silence preceding the transi-
tions, though I did not remark it. To show the effect of- such silence~-an
effect long lmown to researchers in speech (Bastian, Delattre, & Liberman,
1959)~-we must put the stop consonant and its transition cues into scme other
position, =2s in the  examples [spa)l and [stal shown at the top of
Figure 5. As we see there, an important cue for perception of stop conso-
nants--in this case, [p] and [t]--is a short persiod of silence between the
noise of the fricative and the formant transitions that introduce the vocalic
part of the syllable (Dorman, Raphael, & Liberman, 1979).

But why is silence necessary, and in which domain, auditory or phonetic,
is it jategrated with the transition cues to produce stop consonants? On an

"auditory account, we might suppose that there is forward masking of the

transition cues by the fricative noise, in which case the role of the

’ intervening silence is to provide time for the transitions to evade masking.

Failing that, we could, as always, invoke Jome previously unnoticed interac-
tion between frequency sweeps (transitions) and silence that is presumed to be

characteristic of the way the auditory system works.
£ ]

*

. A phonetic interpretation, on the other hand, takes account of the fact
that presence or absence of silence supplies important tphonetic information--
to wit, that the talker closed his vocal tract, as he must to produce the [p)
and [t] in [spa] and [sta), or that he did not, as he does not when he says
(sal. Presumably, the processes of the phonetic mode are sensitive to the
phcfnetigksignificance of the information that silence imparts.

To decide between these: interpretations, the phenomenon of duplex percep-
tion was again exploited (Liberman, Isenberg, & Rakerd, in press). As shown
in Figure 5, base stimuli that sometimes did, and sometimes did not, have
sil. nce were presented dichotically with transition cues appropriate for ([p)
or for [t].L Two such dichotically yoked patterns were presented on each
trial; subjects were asked to identify the speech percepts and to discriminate
the nonspeec™ chirps. The result .was that the subjects fused the transitions
with the base aud accurately perceived [sal, [spal, or [stal, depending on the
presence or absence of silence in the base (to one ear) and the nature of the
formant transitions (to the other). But the subjects also perceived the '
transitions as nonspeech chirps, end accurately discriminated them as ssme or
different regardless of whethei' or no} there was silence in the base. Thus,
duplex perception did occur, and silence affected the identification of the
speech, but aot the discrimination of the nonspeech.

In a further experiment, the investigators provided a more severe test by
asking sub jects to discriminate \Lheir percepts on both sides of the duplexity.
For that p'u?;o/s—e._ two dichotically yoked pairs of stimuli were. presented- on
each trisl, so arranged as to exhasust all combinations of ailence-no silence

in the -base and [pl-[t) cues in the. isolated transitions. Subjects were
asked, for each pafr of percepts, to rate their confidence that a difference

of any kind had been detected. - The results are shown in Figure 6. There are )
but two critical comparisons.’ The first is in the leftmost third of the
figure, in the condition in which there was no silence in cither of the two
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base stisuli presented to the one ear (labelled Ao Silence - No Silence®) and

the two transition cues to the other ear were different (labelled simply

"Different®). On the spesch side of the duplexity (open bar), we see that the
differsnce between. the transitions was not clearly detected, presumably
because, in the adsence of silence in either base stimulus, sub jects perceived
[sa] in both cases. But, on the nonspeech side (shaded bar), tie same
difference %«m: hers,: the absence of silence in the base made no .
difisrence. other oritical comparison 1is seen in the bars immedistely to
the right, in the middle third.of the slide, representing the condition that
had, in the one ear, silence in oné base stimulus but not the other, and, in .

. the other. ear, two transition cues that were the sawe. On the apesch side of
the duplex percept, we see that ‘the patterns were perceived as very different,

even though the transition ocues were the saxe; presumsbly, this was because
one percept, being influenced by the presence of silence, included a stop
consonant, while the other, being influenced by the absence of silence, did
not. The result on the nonspeech side stands in ocontrass: There, the
peroepts were judged to be not very diffsrent, acourately reflecting ihe fact
that ‘they were, in fact, not differept. . -

o

Thus, in both oritipal comparisons, silence affeoted discrimination of

- the transitions only on the speech side of the duplex pesroept. Apparently,

its importance depends on distinctively phonetic processes; and its integra-

_tion with the transition occurs in. the phonetic mode.

The integration of silence and transitions, a- iy the patterns Jjust
dessribed, reinforces the suggestion, made earlier in regard to the integra-
tion of the transitions alone, that the perceived objeoct i3 not to be found in
the movements of the speech organs at the periphery, but rather at some still
more distal remove, as suggested by Repp, Liberman, - Eccardt, and Pesetsky
(1978). To see the point more clearly, wa should first take note of a finding
that adds snother cue for the (p] in [spal: the shaping of the fiicative
noise that is caused by the wugy the vocal tract closes for: [p] (Summerfield,
Beiley, Seton, & Dorman, 1981). MNow we have three acoustic cues that
correspond. nestly tc three oorresponding: aspects of articulation. There
is, first, the shape of the fricative noise, which si 8 the closing of the
traot; then the silence, which signals the closure itself; and finally the
formant transitions, which signal the subsequent opening into the vowel, If
these three acoustic cues are integrated into a percept that does. not display
at least three oonstituent elements, then the perceived obfect must be
upstream from the peripheral articulation. A likely candidate, as suggested
earlier, is the unitary command structure from whioh the various movements at
the periphery unfolded. - ‘

Integration of periodic sound and noise. When & talker closes his vecal
trest produce a stop consonint and n opens it-into a following vowel,
the resulting silence and formant transitions are, as we inave seen, integrated
into a stop oconsonant. It -is surely provocative that similar fcrmant
transitions are produced, but without the silence, when a talker almost closes
his vocal tract 30 as to. make the noise of a fricative (e.g., [s]), and then
opens into the vowel, for in such oases the formant transitions do not support
stops; they are, instead, integrated with the noise into the perception of a
friostive (Harris, 1958; Mann & Repp, 1980; Whalen, 19&1). Such integration
is shown i‘n Figur,e 7, where I have reproduced the results of a rescent
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experiment by’Repp (in press). What we see in the figure are the judgments
(51 or [s] made to stimuli that were constructed as follows. The experimental
variable, ranged on the abscissa, was the positicn on the frequency scale of a

patch of band-limited noise as it moved between a place appropriate for [f]
and one-appropriate for [s]. The parameters were the nature of the (follow-

ing) formant transi:ions--appropriate, in the one ,case, for [s] and, in the
other, for [§)--and the two vowels [a] and [u]. We see that the transitions
(and also the vowels) affected the percéption of the fricative.

aThough not “shown in this particular experiment, I would note, parentheti-
cally, that, patterhs like these, but with 50 msec of silence inserted between
the fricative noise and the vocalic section, will be perceived, not as
fricative-vowel syllables, but as fricative-stop-vowel syllables {(Mann & Repp,
1980). That is, inserting 50 msec of silence will cause the formant
transitions to be integrated, not into fricatives, but into stops. It is
difficult to account for that as ,an auditory effect, but easy to see how it
might reflect a special séhsitivity to information about a difference in
articulation that changes the phonetic-"affiliation" of the acolstic transi-
tions. !

In a further, and more severe, test of the integration of transitions and
fricative noise that we saw in Figure 7, Repp measured the effect of the
formant transitiqgns.on the way listeners discriminated variations in the
freguency position’ of the noise patch, using “or this purpose the highly
sensitive method of "fixed standard." He found two distinctly different types
of discrimination functions. One clearly showed an effect of the formant
transitions’ and reflected nearly ‘categorical perception; the other just as
clearly showed nq effect of the formant transitions and represented perception
thht was nearly continuous. Which type Repp obtained in each particular case
depended, apparently, on the listener's ability to isolate or "stream" the
noise-~that is,to create an effect similar, perhaps, to the ®Hne obtained by
Cole and Scott (1973) when they found with fricative-vowel syllables that, as
a result of repeated presentation, the noise and vocalic sections would form
separate "streame" that had little appgrent relation to each other. At all
events,” we have here another instance, though occurring ir ¢ different
phonetic class and obtained by very different methods, of a single acoustic
pattern that is perceived in two distinctly different ways. One reflects the
integration of cues in the phonetic mode, the other the "nonintegration" of
the same acoustic elements in the auditory mode.

There is still another method that exploits the possibility of perceiving
exact)y the same stimuluvs pattern in two ways, and thus enables us to test yet
again whether the integration of formant transitions and noise occurs in the
phonetic or auditory modes. But, now, the two ways of .perceiving are not
speech versus nonspeach, as in the experiments described thus far, but rather

two kinds of speech--namely, fricatives and stops. The relevant experiment is
a recent one by Carden, Levitt, Jusczyk, and Walley (]981). Starting with

synthetic pat.terns that produced stop-vowel syllables, they varied the second-
formant transitions and found the boundary between [b] and [d]. Then they
placed in front of these patterns a fixed patch of band-limited noise,
neutralized as between the fricatives ([f) and [©]. In these patterns, the

formant transitions cue the difference between the fricatives, but, because
the place of vocal-tract constriction is different for the two fricatives, on
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the one hand, and the two stops, on the other, the perceptual boundary on the
ocontinuum of forment transitions is now displaced. ~“That is, exsctly the smme
formant transitions distinguish the fricatives differently from the way they
distinguish the - stops. The “effect seems most plausibly to be phonetis,
refleoting the 1lisiener"s “lmowledge," as it were, of the difference in ,
srticulatory place.of production between the stops, [b] and [d], on the one .
hand, and the fricatives, [f]-snd [ ], on the other. But, just to maxe sure, N
Carden and his oplhbontorg presenied the patterns with the noise patch to

one gr of subjects - and™ boldly #asked. thex to perceive stops; then, in

- precisely reverse fashion, they presented the petterns without the noise patch

—— - to7d@ second group with instructions to perceive fricitives. The listepers'

Judgments refleoted *boundaries on the ocontinuum of transitions that were
appropriste to the class of phonetic segaents ([b] vs. [d) or .[f]) vs. [6])

they were asked to ear. Thus, exsctly the same acoustic patterns yielded

different boundaries on the oontinuum of trams{tions, depending on whether the

listerers ‘were perceiving the patterns as stops or as fricatives.
Disorimination fumotions were also obtained, and these oonfirsed the boundary.

shift. Ve see, -then, that transition cues like -those that integrate with

silence to produce a stop oonsonant will integrate with noise to produce a
fricative. In both cases, the integration ig in the phonetic mode.

The equivalence of sound and silence when  -tegrated. Implicit in the
discussion s0 far is the assuliption that when ac tic cues integrate to form -
a pbonetic percept, they are, for that purpose, perceptually equivalent;
otherwise, it would make no sense to speak of the percept as unitary. It is

- not implied thit the oues are necessarily of equal importance or power, only
that thel{r sepsrate oontributions are not zzased as separate. But evea that
implicatfon is of faterest from a theoretical point of view, because the ocues
are often very different acoustically, having in common only that they are the °
common ‘producte of the 3ame lingiiistically significant gesture. Hence their
equivalence is to be sttributed, most reasonadbly, to the 1link between
perception and production that presumably characterizes phonetic processes.

But the implied equivalence of diverse oues is 5o far just that--implied.”

To test the equivalence more directly was the purpose of several experiments.
- One of these, by Fitoh, Halwes, Erickson, and Liberman (1980), was designed to '

examine the equivalence of silence.and formant transitions in perception of

the stop consonant {in split as opposed to its absence in slit. Synthetic
__Tpsttérns 1like those\ghown in Figure 8 were used. e variable was the
* duration of sile between the fricative noise and the vocalic portion of the
syllable; the eter of the experiment was the nature of the formant
transitions at the start of the vooslic sections, set so as to bias that = __
" ‘sectioh towar® [1it], in the\ one case, and toward [plit] in the other. When -
- stimuli that had been constructed in this way were presented for identifica-
tion as slit or split, the results shown in Figure 9 were obtained. One sees
there a trading relation not different in principle from those found by other
investigators with other cues. (For a review, see, again, Repp, 1981). The
displacement of the two response functions indicates that, for the purpose of
producing the [p] in split, about twenty msec of silence is equal to
appropriate formant transitions.® Thus, silance is equivalent to sound, but
only, I should think, when both are produced as parts of the same phonetic
v.cto ) 4

[
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134



Of oourse, it might be argued that the splits produced by the two
different ocombinations of silence and socund were not really equivalent, but
the foroed-choice identification procedure, permitting only the responses slit
or split, gave the subjects no opportunity to say so. Ageinst that possibili-
ty, we carried out another experiment, designed to determine how well: the
subjects oould disoriminate selected combinations of the stimuli on any basis .
whatsoever. The rationzle for selebtion of stimuli was as follows. If the
two ocues, silence and sound, are truly squivalent in phonetic perception,
their perceptual effects should be algebraically sdditive, as it were. Thus,
given two synthetic syllables to be disoriminated, and given s base-line level
of discriminability determined for pairs of stimuli that differ in only one of
the cues, it' should be possible to add the sesond cue 80 as to increase or
decrease disoriminability, wsccording as the phonetic "polarity® of the two
cues causes their effects to work together or. at cross purposes. The cues
should "summate,” or “cooperate,” when they are biased in the smme phometic
direotion--as when one of the syllables to be disoriminated combinea a silence
cue that is longer by'thc assount of the "trade” with transition cues of the
(p}tt] type, and the other syllable combines a silence cue that is shorter by
the smount of the "trade” with transition cues of the [11%t] type. They should
"cencel"™ each other or "codfliot,” when the opposite pairing is made~-that is,
when the longer silence. cue 13 comdined with transition cues of the [1it
typs, and the shorter silence que with transition cues of the [plit] type.
Pairs of stimuli meeting those Bpecifications, and sampling the ocohtinuum of
silence durations, were presented for foroed-choice diserimination. As
shown in Figure 10, discrimination of patterns differing by both oues was,
in fact, either better or worse than patterns that differed by only one,
«depending on whsther the ocues were oaloulated to "gooperate® or io
®"confliot.® Apparently, the effects of the tw cues did converge on a single
perceptual object. By this test, then, the cue¢s may be said to be equivalent
and the percenpt may be said to be truly unitary. ’

-

-

That the equivalence of silence and sound in the above example is-wing
to phonetic processes is supported in an experiment by Best, Morrongiello, and
Robson (1981). Indeed, it is supported there more strongly than in the
experiment just described, becsuse Best and her col.aborators found that .the
equivalerce was manifest. only when the stimulus patterns were perceived as
speach. As » first step, they performed an experiment very siffiilar to the -one
by Fitch et al., except that the stiwuli were say-stay instead of slit-split,

.and the transition-cue parameter was simply the frequancy at which the first
formant started. With these stimuli, they obtained the idéentification func-
.tions shown ih Figure 11. JWe see there almost -exactly the. same kind of

trading relation 'between silence and formant transition that had been found in

T T~ TTthe” earller” éxperiment. In the mannér of Fitch et al:, they also tested

*

discrimination, finding, just as Fitch et al. had, that the two cues could be
made to cooperate or to fliot depending on their phonetic polarities. But
now they performed an exgmriment that proved to be particularly revealing:
Borrowing a ‘procedure that had been used successfully for a similar purpose

_ (Lane & Schneider, Note 3; Bailey, Summerfield, & Dorman, 1977; Dorsan, -1979), - - -
and more recqntly made the object of further attention (Remez, Ribin, Pisoni,
& Carrell, 1981), they replaced the formants of the vocalic portion of the

. 8yllable with sine weves, taking care that the sine waves followed exactly the
course of the formants they replaced. The sounds that result are perceived by
most people, at least initially, -as nonspeech patterns of noises and tones.
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Pigire 12. - Effect of silent interval on “identification® of ‘simo-wave analo-

gues of say-stay stimuli. Gresph A 1s for those subjects who
perceived these stimuli as speech ("say-stay® listeners). Graphs B
and C ere for those who perceived them as nouspeech, divided,
acoording to their reports of what the sounds were liks, into those
Who were aspparently attending to the transition cue (Graph B,
"spectral® licteners) or, alternstively, the silence cue (Graph C,
“tanporal®™ listeners). (From "Perceptual equivalence of acoustio
oues " in speech and nonspesch perception,” by C. T. Best,
B, Morrongiellc, and R. Robson, P_o%ggﬁg & %?_oe. 1981,
v 191-211. Copyright 1981 by anomic sty, Inoc.
ta'inted by permission.) .
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But some spontaneously perceive them as speech, and others perceive them so
after it has been suggested to them that they might. It is possible, thus, to
obtain identification and discricination functions for the same stimuli when,
in the one case, they are perceived as speech and when, in the other, they are
not. (¥hen perceived as nonspeech the patterns are, of course, not readily
identifiable, but identification functions can be obtained by presenting, on
each trial, the target stimulus--that is, the stimulus to be identified—-
together with the two stimuli at the extremes of the continuum, and then
asking the subject to say whether the target stimulus is more 1ike one or the
other of the extremes. To insure comparability, the same procedure is used
when the subjects are perceiving the stimuli as speech.) The results are
ahown in Figure 12, We see, in Figure 12a, that when the sub jects were
perceiving the patterns as speech ("say-stay" listeners), their identification
functions exhibited the now familiar trading relation. But when the same
stimuli were perceived as nonspeech, then, as shown in Figures 12b and 12¢c,
two quite different patterns emerged, depending on whether, as inferred from
the subjects' descriptions of the sound, they were at.ending to the transition
cue ("spectral®™ listeners) or the silence cue ("temporal" listeners). It is,

of course, precisely because the subjects could not integrate the cues in the
nonspeech percept that they chose, as it were, between the one cue &nd the

other. In any case, both of the identification functions in the nonspeech
case are different from the one that characterizes the response to exactly the
same stimuli when they were perceived as speech. (Discrimination functions
obtained with the same stimuli ware also different depending on whether or not
the stimuli were perceivad as speech, nicely confirming the result obtained
with the identification measure.) Thus, with yet another method for obtaining
speech and nonspeech percepts from the a3ame stimulus, we again find evidence
supporting the existence of a phonetic mode, and we see that the equivalence
of integrated cues is to be attributed to the distinctively phonetic processes
it incorporates.

The equivalence of sound and sight when integrated. Perhaps the most

—~

unusual evidenc: relevant to the issue 1 have been discussing comes from a -

startling discovery by McGurk and MacDonald (1976) about the influencw on
speech perception of optical information about the talker's articulation.
(See also MacDonald & McGurk, 1978; Summerfield, 1979). When subjects view a
film of a talker saying one syllable, while a recorded voice says aiother,
then, under certain conditions, they experience a unitary percept that
overrides the conflicting optical and acoustic cues. Thus, for example, when
the talker articulated [ga)l or [da] and the voice said [bal, most subjects
perceived [(dal. In that case, the effect of the optical stimulus was, at the
very least, to determine place of production. When, in a subsequent experi-
ment by McGurk and Buchanan (Note 4), the talker was seen to produce the
syllables [bal, ([val, (¥al, (dal, [3al, [gal, [hal, while the recorded voice
said [ba] over and over again, most subjects perceived {bal, [val, [¥a), ([dal,
{da), and then, for visual [(hal, a variety of percepts other than ]l. Here,
both place of articulation and manner of articulation were deterfiined by the
optical input. .(The difficulty of seeing farther back in the vocal tract than
(da] accounts, presumably, for the fact that visual [3al, [gal, and [hal were
perceived as having generally more forward places of production.)

Having witnessed a demonstration of the McGurk-MacDonald effect, I take
the liberty of offering testimony of m¥ own. I found the effect ccmpellir-,

\
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but, more to the point, I would agree that McGurk and Buchansn (Notc 4) have
"captured my experience when they say, "...the melority of listeners have no
avareness of bimodal confliot ...," and then describe the percept as "uni-
fied."” Surely, my percept was unified in the important sense that I could not
have decided by introspective analysis that part.wes visual in origin and part
auditory. Even in those ocases in which, given gonflioting optical and
acoustic cues, I experi‘pnocd two syllables, there was nothing about their
qQuality that would have permitted me to know whic: 1 had seen and which I had
heard. i :

By way of interpretation, MacDonald and McGurk (1978) indicate that their
results bespeak a connecticn between perception. anu production, and McGurk and

Buchanan (Note 4) echo cosment by Summerfield (1979), who observed, after
having himself performéd several experiments on the phenomenon, that the

optical and acoustic signals are picked up in a "cummon metric of articulatory °

dynamics.” I would agree, though I would, of course, prefer to call the
common metric "phconetfc.” But a mode by any other name would bear as

weightily on the issu¢ I have put before you, for the important consideration

is that, in any ordinary aense of wmodality, the tech percept is neither

visual nor auditory; it is, rather, something else.

Integration /into ordered strings. Having so far considered only the
perception of individual phonetic segments, we should put some attention on
the fact that phonetic segments are aoraally perceived in ordered strings.
This wants explicit treatment if only becaus:, as the reader may recall, a
characteristic of the spedch code is that ‘everzl phonetic segments are
conveyed simultaneously by a single segment of sound. As the reader may also
recall, it i3 just this characteristic of the code that ensbles the listener
to evade the limitation imposed by the temporal rezolving power of the eer.
The further consequence for perception, which we will consider now, is tuat
the listener cannot perceive phonetic pegaent by -phonietic segment-in left to

right (or right to left) fashion; rather, he must_take account of°the:entire -

stretch f sound over which the information is distributed. Such an acoustic

stretch typically sighgls a phonetlc struciure that comprises several scg-
ments. I will offer only a brief example, taken from a recent ssudy by Repp

et al. (1978), and chosen because the r.'even. 8pan happens to cross a word
boundary. :

The experiment dealt with the effcc® of two cues, silence and noise
duration, on perception of the locutions ay ship, gray chip, great ship, and
great chip. In Figure 13 is a spectrong mé#g’?ferai&r. which
the experiment began. The variable, shcwn in the “igure, was the duration of
silence between the two words. Given the result. of previc.d refearch, we
knew that increasing the silence would bias away from the fricative in ship
sud toward the affricate (stop-initiated t‘ricat,ivemn chip (Dorman, -Raphael,
& Isenberg. 1980; Dormasn et al.; 1979). The pargmcter, also shown in the
figure, was the duration of the fricaiive noise, kuown from previous researoch
to be a cue for the same distinotion: increases in duraticn of the noise bias
touan;d fricative and away from affricate (Gerstman, 1957: Dorman et al.,
1979). . ’

In Figure 14 are the results. We see in the graph at the uppér left that
when the "noise duration was relatively short ‘62 msen), 1increasing the
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duration of the silence caused the percept to thange from ship to chip. Thus,
the effect of zilence was to produce a stop-like consonant to its "right,"
much as it had done in the cases of slit-split and [sal-[spal-[sta] that were
dealt with earlier. But, as shown in the graph at the lower right, when the
duration of the fricative noise was relatively long (182 msec), increases in
the .duration of the silence caused the perceptinn to change, not to gray chip,
as before, but to great ship. That is, increasing the duration of the
fricative noise ip ship put a stop consonant at the end of the preceding word.
The effect is superficially "right to left.® But, of course, the effect is in

neither direction; it is more properly regarded as a matter of apprehending a
structure, .

{  Given, then, that "the listener must recover several phonetic segments
from the same span of sound, we ask three questions about the underlying
process. " First, how does the listener delimit the [acoustic span? That is;S
how does he know when all the information that is to be.provided has been
provided? There is, ‘after all, no acoustic signal that regularly marks the
information boundary. Second, how does the listener store the infarmation as
it accumulates? And, third, what does -he do while he waits? Does he simply
resonate, as-it were, or does he entertain hypotheses? If the latter, doer he
entertain. all possible hypotheses? Does he weight them according to the

likelihood they are correct? And how quickly does he abandon them as they are
proved wrong?

If these questions seem familiar to students of sentence perceptiong it
is, I-think, because processes in the phonetic and syntactic domains do have
something in common. In both cases, information is distributed in distinc-
tively linguistic ways through the signal. As a consequence, the perceiver
must recover distinctively linguistic structures:. To that extent, the resem-
blance between processing in the .two domains is not superficial. Nor is it,

if we take the vertical view of language I earlier espoused, altogether
surprising. .

Afterwords, Omissions, and Prospects : o

Having set cut years ago to study communication by acoustic alphabéts, we
might still be so occupied. For acoustic alphabets can be used for communica-
tion--witness Morse code--and there are innumerable experiments we could have
done had we gone on trying to find the alphabet that works best. But it is
not likely, as a practical matter, that we would ever have made a large
improvement. Nor is it likely, from a scientific point ' of view, that we would
ever have learned anything interesting. Acoustic alphabets cannot become part
of a coherent process; I suspect, therefore, that there is nothing interesting
to be learned. i

But speech was always before us, proof that there is a better way.
Inevitably, then, we put our attention there and, in so doing, began to bark
up the right tree. It remained only to find that speech and language require

to be understood in their own terms, not by reference to diverse processes of
a horizontal sort. But once the vertical view is adopted, there is 1little

doubt about what we must try to understand.
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There is also little doubt, at any stage of the research on speech, about
how much or how little we do understand, because there is a standard by which
progress can be measured; we are not in the position of explaining behavior
that we have ourselves contrived. Thus, to test what we think we know of the
relation between phonetic structure and sound, we have only to see how that
knowledge fares when used as a basis for synthesis. In fact, it does well
enough to enable us to synthesize reasonably intelligible speech, which
suggests that we do lmow something (Liberman, Ingemann, Lisker, Delattre, &
Cooper, 1959; Klatt, 1980; Mattingly, 1980). But the speech is not nearly so
good as the real thin ¢ch proves, as if proof were needed that we have
something still toTearn. Perhaps what we must learn most generally is to
accept the hypothesis, alluded to earlier in the paper, that human listeners
are sensitive tq all the phonetically relevant information in the speech
signal. If that hypoth(sis is true, and if the acoustic cues that convey the
information are as numerous, various, and intértwined as we now believe them
to be, - then we should act on our assumption that the key to the phonetie cod
is in the manner of its production. That requires ‘taking account of all we
can learn about the crganization and control of articulatory movements. It
also rgqu}rgs' trying, by direct experiment, to find the perceptual conse-
quences (for the listener) of various articulatory maneuvers (by the speaker).
To do that we must, of course, press forward with the development of a
research synthesizer designed to operate from articulatory, rather than
acoustic, controls (Mernelstein,_ 1973: Rubin, _Baer. & Mermelstein, 1981;
Abramson, Nye, Henderson, & Marshall, 1981). The‘perfection of such a device,
itself an achievement of some scientific consequenca, will enable us to find a
more accurate, elegant, and useful’ characterization of the informational bzsis
for speech perception.

It will not have escaped notice that the claim to understanding I have
made is, in any case, a modest one. At most, we presume to know something
about what phonetic processes do,, and in what ways they are ‘distinctive and
coherent. As for mechanism, however, there is only the~assumed. 1ink between
péfteption and production, and even-there we have no certain, or even clear,
idea how such a link might be effected. If we knew more about mechanism, we
would presumably be in a better position to design automatic speech recogniz-
ers of a nontrivial sort (Levinson & Liberman, 1981). At present, however, we
can only claim to understand where the difficultxes lie. That is an important
step, to be sure, but it is only the first One. and it will almost surely
prove to be the easiest.

Since I have taken the position that speech perception depends on
biologically specialized processes, 1 should, at .last, acknowledge that
neurological and developmental studies are relevant. For if phonetic
processes are distinctive and coherent from a perceptual point of view, we
reasonably expect that they are so from a neurological point of view as well,
We do, then, look to neuropsychological data to provide further tests of our
hypotheses, to refine our characterizations, and, indeed, to supply new
insights into the processes themselves. As for the biology of the matter, we
must rely_heavily, of course, on developmental studies of speech perception,
especially when these include very young infants and comparisons across

tlanguages. Such studies enlighten us about what might have developed by

evolution in the history of the race, and what remains to develop, presumably

by epigenesis, in the history of the individual. Of course, neither the

»
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Muropsyohologicil’ nor the developmental studies will be useful unless we ask
the right questions. But I believe we are learning how to do precisely that.

REFERENCE NOTES™
1. Fodor, J. A. The modularity or mind. Unpublished manuscript, MIT, 1981.

2. Mann, V. A., Madden, J., Russell, J. M., & Liberman, A. M, Integration of

time-varying ocues and the effects of phonetic context. Unpublished
manuscript, Haskins , Laboratories, 1981, A ] ]

3. 'Lame, H. L., & Sohneider, B. A. Discrimirative control of conourrent
responses by the intensity, duration and relutive onset time of auditory
stisuli. Unpublished report, Behavior Analysis Laboratory, University. of
Michigan, 1963. : ’

4. MoGurk, H., & Buchanan, L. Bimodal speech perception: Vision and
hearing. Unpublished manuscript, Department of Psychology, University of
Surrey , 1981. : .

\ ..

. REFERENCES

Abramson, A. S., Nye, P. W., Henderson, J. B,, & Marshall, C. W. Vowel height
and the perception of consonantal nasality. Journal of the Acoustical
Society of America, 1981, 70, 329-339. E

Bailey, P. 5..'& Summerfield, d.  Information in speech: Observations on the
perception of (slestop clusters. Jourpal of Expsrimental Psychoiuws:
Human Perception and Performance, 1980, 6. 536-563.

Bailey, P. T, Suamerfleld, Q., & Dorman, M.” On the identification of sine-
wave analogues of certain“speech sownds. Haskins Laboratories Status
‘Report on Speech Research, 1977, SR-51/52, 1-25.

Bastiag, J., Delattre, P., & Jiberman, A. H. Silent interval as a cue for the

~ distinction between stop\ and semivowels in medial position. Journal of
the Acoustical Society of America, 1959, 31, 1568. (Abstract)

Best, C. T., Morrongiello, B., & Hobson, R. Perceptual equivalence of
acoustic ocues in speech and nonspeech perception. Perception &

Psychophysics, 1981, 29, 191-211, : .
Carden, G., Levitt, A., Jusezyk, P. W., & Walley, A. Evidence for phonetic

processing of ocues to place of articulation: Perceived manner affects
perceived place. Perception & Psychophysics, 1981, 29, 26-36.
Cole, R. A., & Scott, B, Perception of temporal order in speech: The role of
vowel tramsitions. Canadian Journal of Psyohology, 1973, 27, 4t1-449,
Cooper, F. 3. Research on resding machines for the blind. 1In P. A. Zahl
(Ed.), Blindness! Modern approaches %o the (nseen environment.
Princéton: Princeton University Press, 1950, 572-543. !
Cooper, F. 3., Delattre, P. C., Liberman, A. M., Borst; J. M., .& Gerstman,
L. J. Some experiments on the percepticn of Synthetic speech sounds.
Journal of the Acousticai Society of America, 1952, 24, 597-606. -

Cooper, F. S., Liberman, A. M., & Borst, J. M. The interconversion of audible
and visible patterns as & basis for research on the perception of speech.
Proceedings of the National Academy of Sciences, 1951, 37. 318-327. .

Dorsan, M. F. On the identification of sine-wave analogues of CV syllables.
In E. Fischer-Jérgensen, J. Rischel, & N. Thorsen (Eds.), Proceedings of
the Ninth International Congress of Phonetic Sciences (Vol. II).
Copenhagen: University of Copenhagen, 1979, 453-h60. :

Dorman, M. F., Raphael, L. J., & Isenberg, D. Acoustic uues for fricative-
/ .

139

145 ,



affricate oont.raae in word-final position. Jourhal of Phonetics, 1380,

8, 397-805.

) . Dormsn, M. F., hphnl. L. J., & Liberman, A. M. Some experiments on the
3 sound of - silence in phonetic perdeption. Journal of the Acoustical
] . . Soeci of ‘America, 1979, 65, 1518-1532. .
Fant, C.% W, “Descriptive analysis of the aoouatio tspeots of ~speech.

_% 1962, 5, 3~-17.
4’4&\ L., Halwes, T., Erickson, D. M., & Liberman, A. M. Perceptual
- equivalence of"t aoqustic suves for atop-consonanb manne:. Perception &

vgmgiszoa. 1950 , 343350,
Geratlnn roept diu ons for t.he friction portions of certain

- Sspeech 8¢ aeunds. Unpublished t.oral dissertation, New York University, .

Harris, K. 8. cuu fcr the diacrini tion of American Enzlish fricatives in
spoken syilables. Language and Speech, 1958, 1, 1~T7.
Harrds, K. S., Hoffwen, H. 8., Liberman, A. M., & Delattre, P. C. Effect of
third-formant transitions on‘ the ‘perception of the volced consonants. -
Journal of the Acoustioal,Society of ica, 1958, 30,-122-126. .
Isenberg, D., & Libernan, A. M. Spoech non-speech percapts from the same
sound. Journal, of ‘the Accustical Swutz of America, 1978, 6u
(Suppl. 1), 820. -(Abstract) i
Klatt, D. H. . Software for®cascade/parallel fommt. aynthesuer. Journal of
the Acoustioal Society of Americs, 1980, 67. 971-995.
Levinson. 8. E., & Liberman, WM. Y. Speech recognition by ocomputer.
Soientific Alcrioan. 1981, 284, 64-76.
uberlan. K. N, “The grammars of speech and 1auguage. __ggitive Psycbolgﬂ. .
1970, 1, 301-323. v
iiberman, A. M. The apocianution of the languag= he-isphere. T lIn
- F. 0., Schmitt & F. G. Worden (Eds.), The Neurosciences: Third Study
4 Program. Cambridge, Mags.: MIT Press, 1974, 43-56.
- Liverman, A. M. Duplex perception and jintegration of cves: Evidence ‘that
) speech is different from nonspeech and similar to lahguage. In
E. Fischer-Jérgensen, J. Rischel, & N. Thorsen (Eds.), Proceedings of
the Ninth International Congress of Phonetic Sciences (Vol. II).
Topenhagen: University of Co en, 1979, B60-N73. )
Liberman, 4A. M., & (boper. F. 8. In Mtroh of the acoustic cues. In

A. Valdean (Ed.) rs in netios and linguistiass to the wemory of
Pierre Delattre, var Bionel AT Do
Liberman, A. M., Cooper, F. S., Shankweiler, D. P. & ‘%tmdcrb—xennedy, M.

Peroeption of the speegh code. Psychological Review, 1967, ¥, 431-461.
3 55'69«. ¥.

Liberman, L. M., Delattre, P. C., e role of seleoted
stimulus varisbles in the pereq:uon of the™ unvoiced stop consonants.

American Journal of Psycholo 1952, 65, 497-516. ‘
: Liberman, 4. M., Delattre, VF. T éoopcr: ’S., & Gerstman, L. J. The role

of oconsonant-vowel transitions in the peroopuon of the atop and nasal
consonants. Pszoholog]cal Mono, a 5, 1954, 68, 1-13. -
Liberman, A. M., InNgemann, r, L., belattre;—P. C., & Cooper, F. S\
Minimal rules for lyuthuizinc speech. Journal of the Acoustical Society

of America, 1959 1490-1499.
Liberwsn, K. H.'. Inninsﬁ'. D., & Rakerd, B. Duplex perception of cues for

stop consonants: Evidence for a phonetic wmode., Perception &
ga!obogi{sics. in preas. ‘
Liberasn .o Sf.uddgrt-xennedy. M. Phonetic percesption. In R. Held,
o "

' 140

Q | 146




. H. W. Leibowitz, & H.-L. Teuder (Eds.), Handbook of sensory glﬁsiolo‘g.

E Vol. VIII: Percaption. - Mew York: Springer-Verlag, 1378, 143-178.
. Lisker, L. Rapid vs. rabid: A catalogue of acoustfc features that may oue

the distinction. Haskins Laboratories Status Report on Speech Research,
1978, SR-54, 127-132, : -
MacDonald, J., & MoGurk, H. Visual influences on speech perception processes.

Perception & Psycophysics, 1978, 24, 253-257,
Mann, V.'R," Influence of preceding liquid on stop-consonant perception.

Perception & Psychophysics, 1980, 28, 407-412.
Mann, V. A., Madden, J., Russell, J. M., & Libérman, A. M. Further investiga-
tion into the influence of preceding 1liquids on stop consonant
perception. Journal of the Accustical Society of America, 1981, 69
V (Supp). 1), S91. (Abstract) - : —
Mann, V. A, & Repp, B. H. Influence of vocalic context on perception of the
8 ($] -[s] distinotion. Perception & Psychophysics, 1980, 28, 213-228.

Mann, V. A., & Repp, B. H. Influence of preceding fricative on stop consonant
perception. Journal of the Acoustical Society of America, 1981, 69, 548-

558. 7

Mattingly, I. G. Phonetic representation and speech synthesis by rule.
Haskins Laboratories Status Report on Spe¢ch Research, 1980, SR-61, 15-
21. :

Mattingly, I. G., & Liberman, A. M. The speech code and the physiology of
© language. In K. N. Leibovic (Ed.), Information processing in the nervous
system. New, York: Springer Verlag, 1969, 97-114.

Mattingly, I. G., Liberman, A. M., Syrdal, A. M., & Halwes, T. Discrimination
- in speech and nonspeech modes. Cognitive Psychology, 1971, 2, 131-157.
MoGurk, H., & MacDonald, J. Hearing lips and‘iseeing voices. Nature, 1976,

264, TH6-TM8. .
Mermelatein, P. Articulatory model for the study of speech production.
"~ Journal of the Acoustical Society of America, 1973, 53, 1070-1082.

Nye, P. W. Psychological factors limiting the rate of acceptance of audio .
stimuli. In L. L. Clark (Ed.), Proceedings of the International Congress
on Technology and Blindness. New York: American Foundation for the
Blind, 1963, 99-109: .

O'Connor, J. D., Gerstman, L. J., Liberman, A. M., Delattre, P, C., & Ccoper,
F. 8. Acoustic cues for the perception of initial /w,j,r,l/ in English.

* Word, 1957, 13, 25-43.

Oden,” G. C., & Massaro, D. W. Integration of featural information in speech
perception. Psychological Review. 1978, 85, 172-191.

Rand, T. C. Dichotic release from masking for speech. Journal of the

"~ Acoustical Society-of America, 1974, 55, 678-680. -

Raphael, L. J., Dorman, M. F., & Liberman, “A. M. Some ecological constraints
on the perception of stops and affricatives. Journal of the Acoustical

* Society of America, 1976, 59 (Suppl. 1), 825. THbstract) — .

Remez, R. E., Rubin, P. E., Plsoni, D. B., & Carrell, T. D,” Speech perception
without traditional speech cues. Science, 1981, 212, 947-950. ’

Repp, B. H. ,Percopiull integration and differentiation of spectral cues for .

intervocalic atop consosnnants. Perception & Psychophysics, 1978, 24,

471-485.
Repp, B. H. Aoccessing phonetic information during perceptual integration of

temporally distributed cues. Journal'of Phonetics, 1980, 8, 185-194.

Repp, B, H. Phonetic trading rclationships'_md context erfects: New experi-
mental evidence for 8 speech mode of perception. Haskins Laberatories

141

147




Status Report on Speech Research, 1981, SR-67/68, this volume.
Repp, B. K. oﬁ strategles iIn biottiv a sorimination. Percegtio &

Psychopysics, in press.
Repp, ELTuL'IE.. rman, A, M., Eccardt, T., & P tsky, D. Perceptual integra-
t.ion of acoustic cues for stop, fricative #hd affricate manner. Journal

f Experimental Psychology: Huun Perception and Performancs, 1978, &
621:337

I

Repp, B. H., & Mann, V., A, Porceptul assesmment of fricative-stop coarticu-
lations. Journal of the Acoustical Society of Americs, 1981, 69, 1154
1163. :

Rubin, P., Baer, T., & Mermelstein, P. An articulatory mtheaizer for -
perceptual research. Journal of the Acoustical Society of America, 1981,
70, 320-328. L 3

Stevens. K. N., & Bifmstein, S. E. The search for invariant acoustic corre-
lates for phonetic features. In P. D, Eimas & J. L. Miller (Eds.),
'Persgc'gtivo on the atudy of speech. Hillsdale, M.J.: Lawrence Erlbaum
Associates, 1981, 1-38.

Strange, W.,, Jenkins, J. J., & Edman, T. R, Identifiocation of vowels in
' ) vowel-leu syllables. Journal of the Acoustical Society of America,
‘1977, 61 (Suppl. 1), 8S39. (Abstract)
St.uddert-l&nnedy. M. Speech perception. Languags and Speech, 1980, 23, W5~
66. . '
Studdert-Kennedy, M., & Cooper, F. S. High-perforgance reading machines for
the blind: ~ Psychological problems, téchnical problems and status. In
R. Dufton (Ed.), Proceedings of the International Conference on Sensory
Devices for the Blind. London: St. Dunstan's, 1965, 317-382.

Summerfield, Q. Use of visual information for phonetic perception.
Phonetica, 1979, 36, 314-331.

Summerf{eId, Q., Bailey, P. J., Seton, J., & Dorman, M. F. Fricative envelope
parameters and silent intervals in distinguishlng 'slit' and 'split.'
Phonetica, 1981, 38, 181-192.

whalen, D. H., Effects of vocalic formant transitions and vowel quality on the
English [s]-{%] boundary. Journal of the Acoustiyal Sgciety of hmerica,
1981, _2. 275-282.

PPN

FOOTNOTES

Tae one point we assumed that these principles were 30 general as to
extend to perception in all modalities. Indeed, we carried out experiments
designed to explore the possibility that patierns could be preserved across
vision and sudition provided the stimulus coordinates were properly trans-
formed (Cooper, Liberman, & Borst, 1951). s

21n contrast to the remarkable sensitivity of the phonetic mode to all
aspects of the accustic asignal that do convey phonetic information, there is
its equally remarkidble insensitivity to those aspects of the signal that do
not. Thus, as is well known from many years of research on synthetic speech,
the phonetic component of the percept is usually unaffected by gross varia-

tions in those aspects of the signal--for example, bandwidth of the formanty--
that are beyond the control of the articulatory apparatus and hence necessari-

ly irrelevant for all linguistic purposes (Liberman & Cooper, 19'f2; Remez et
al., 1981). The only effect of such variations is to make the speech sound
unnatural or, in the most extreme cases, go make it impossible for the
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listener to perceive the sound as speech..

3dien the ahirps are discriminated in isolation--that uﬁot as part of
the duplex percept--the fumotion has the sme shape, but the level is
displaced asbout 15 peroentage points higher. The differance in lev.. is
presimadbly owing to the distraction produced in the duplex oondition by the
other side of the peraept.

“he existence of these trading relations means that the looation of a
phonetic boundary on an acoustic oontinuum is not fixed; within limits it will
Nove as the settings of the several cues sre changed. The boundary will also
move, of course, as a funotion of phonetic ocontext. (See the disoussion, -
above, of the effect of preceding context on the [dal-[gal bDoundary and also,
for example, Yann and Repp, 1981; Repp and Menn, 1981.) \
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STIMILI

-

Test items in Wﬂmt wee ten words [hwaen from among these

: Engliia- diayllsbic phs Kwide swtaotic colass depends on the placement

! of primary stress. For exapple, content is & noun when the first syllable is

. stressed ané &~ adjeotive (or reflexive verd "to content oneself™) when the
senony syl at . is stressed. Similarly, permit 13 a nqun when the first
syllable is stressed and 2 verd when the second ayllable 1is stressed. The
orth.graphy doss not repsesent the location of word stress for these words;

_ presumasdly in norsal circumstaries, sentential. oontext provides the necessary
iafermation for choosing in these few ambiguous casges.

' Test stimull -wer>-ristw oonposed of eight unambiguously stressed disylls-
. ble words -and a ninth, finsl word taken fros the set of homographs. All of
the unambiguous words in @ gzingle list’ werr matched for placemeant of prisary
stress (i.e.,’all had first syllable streas or all had second aynaf)ﬁe stress)
but vere of varied syntaotic and semantic classes.
. . * ‘
Test lists were embedded in a series of foil lists consisting of from
. eight to eloven words chosen at ra dom. The ratio of foll sets to test sets
vas 7:1, yis.diag 80 \ista.

L

In a pretest of the rest stimuli, 20 subjects were asked to read al:yd a
1ist 7 200 English 'words, among which the test worda were embedded. Their
assignment of str..s for the homographs was recorded. Responses to this

est were used' a8 » baseline measure of praference in the experiment..

-8 Results appesr in Table 1, Column A.” Esch test homogrsph was preceded in the
main experiment by a 1ist that sharad the streas pattern of its less-preferred
I‘thil!‘. * )

4 : SUBJECTS
g : —_—r

SubJjecis were 18 undergraduate volmteerd enrolled in introductory lin-
guistics courses at the University of Connecticut. All were native speakers
. of, Engiish. They were paid for their participation.

3 - ’
. PROCEDURE
' Subjects were told that the purpose of the main experiment was to measure
"the effect of reading rate on accurscy of recsll. Each subjuct was tested
" separately. The subjoct was sfated in front of » computer-controlled CRT
screen on which appeared,. for qach trial, a vertical list of eight tc eleven
words. The subject wga instruc'.yd Lo read esch word on the list. silently from
top .to 'bottom, 38 qQuickiy as possyidble without missing any of the words, and to
signal the experimenter vhen he ok she was rinished by readir” the last word
on the list out low. The list on the screen then disappeared and was
replaced by » single word. The Dbject ves instructed to respend "yes" 1f the
Y “word was on the préceding/ ilst and "no" if iL was not. This prgbe word was
N never one of the homogrd hs. ,Subjects' spoken responses w-re tape-recorded
- for transcription lat Ihco( sntire presentation took appro.imately fiffeen,
T / '
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RESULTS

The results of this experiment sre summarized in Table 13 Column A 31§es
the psroentags of times that the less-preferred stress pattern for each

Table 1 -

$ Lesa Preferrec Stress

A B c

&

- ’ BIAS CONDITION

ITEM .PRETEST (N-20) BIAS CONDITION (MEMORY QUESTION
CORRECT) .
' \ ’ N .
conduct 103 (initial) 72% (18) 82% (1) .
ob ject 20 (final) 17 (18) ¢ i3 {15)
pervert 80 (initial) 71 (18) ) 77 (18)
present 30 (final) 28 (18) 29 (14)
digest . 20 (initial) 39 (18) 38 (16)
progress 40 (final) Y33 (18) R 29 (14)
permit . 20 (initial) 33 (18) w (11)
sub jeot 30 (final) 33 (18) . 33 (18)
incline * 10 (initial) 0 (7 0 17
project .30 (initial) 53 (1) . 56 (17)
' e

-

[ )
mmbiguois item was given as a response in the pretest and note: whether )the
lesa-pr. .Jerred reading was as a noun (with first syllable stress) or as a (erb
(with sesond syllable stress). Colimn B gives the percentage of the trials\in

- which the less-preferred stress pattérn was elicited in the biasing condition.

Tns number of subjects is given in parentheses in this colur~, Column C gives
the percentage of trials in which the less-preferred pattern was elicited from
subjects ho answered the word .ecognitiorn question correctly for that test
list.. The number of subjects who answered cc.rectly appears in parentheses.

Comparison of Colum 3 A and B indicates an effect of the biasing lists on
the stress pattern of the ambiguous test items. In a Wilcoxon one-tailed
test, this difference was significant at the .05 level.

The biasing effect becomes even more apparent if we take into account
subjects' performance on the recognition test. Column C gives the results
Just Yor subjects who answered the memory question cc.rectly for the 1list in
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question. Compurison of Columns A and C shows a significant difference at the
«01 level.

A further indication that the biasing manipulation was responsible for
the effect observed is that a strong correlation (r=.81) was found between
performance on the recognition task and number of shifted responses, account-
ing for 663 of the variation between subjects, . This correlation is graphed in-
Figure 1. The graph shows a wide range of subject performance. If we look at
both ends of this range, at the two least successful and the ‘twc most
Successful subjects, we find that. where performance on the memory task was 69-
70 per cent, subjects gave the less-preferred reading only 20 per cent of the
time, while the two subjects who answered 88 per cent of the recognition
questions correctly gave the less-preferred reading 60 per cent.of the time.

. DISCUSSION
The correlation found is' open to two .interpretations. ".der one in-
terpretation, a subject's success in the recognition task is attributable to
the amount of attention pai¢ .o.the .task. The more attentive subjects were
more likely to have thoroughly read the word lists; thu. they were more likely
to have recoded the items on the 1list, and sv to have been primed by
properties of the code.

1

Under another more interesting 4interpretation, the more successful sub-
Jects did more pnonetic recoding, as evidenced by the high likelihood that
they would be primed by a phonetic property of the word lists. An incidental
result of this recoding was the -ability to better remember what they had read,’
and thus better performance on the recogrnition test.

Under the first of these interpretations, attention rather than the
requirements of the reading task per se is what determines performance on the
recognition test; the evidence found for mental representation of prosody is a
by-product of a proceass, i. e., constructing the phonetic representation, which
‘is perhaps just one of several representations constructed incidentally in the
course of -performing the experimental task.

Under the second interpretation, phonetic recoding is an integral part of
good reading, and so if people are reading well, they must be constructing a
phonetic representation. This will then prime pronunciation of the ambiguous
item in the absence of contextual cues. The availability cf the phonetic
representation incidentally facilitates performance on the recogniti»n task.
Better recognition results from greater ease of access to or more completeness
of the phonetic representation, which may in turn indicate superior reading
ability.

The first. (attention) expliﬁetion suggests that any number of codes
results from attending to the list, and does not give any reason to attribute
special status to any code. Thus we should expect semantic and orthographic
codes, for instance. to affect subjects' performance similarly to the phcnetic
code in memory tasks of the sort used in this experiment., The pattern of
results reported for a similar task employed by Erickson et al. {1977),

-
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suggests that this is nOt: the case; the orthographic and semimtic properties
of their word lists did not affect performance in a shorbv~term recall tas” in
the sase way that the phonetic ,pr-opefties did. ’

It should be noted that the response shift was not equal for all the
itens tested. while 8 large effect was obtained for the words digest, permit,
501001:. conduct and pervart, other items object. present, progress) exhidbit-

1ittle effect (or even a reverse effect Incline i3 the clearest case:

in no trial was it possible to bias a subject ot in the test situation o
pronounce incilne as a verb, with Becond syllable stress. ‘The averages given
in Column A are for preferred pronunciations across twenty subjects. These
figures indicate that one pronunciation of incline, for example, was preferred
ovér the other by eighteen subjects cut of twenty. What they do not indicate
is how scrong each individual's preference is. Though the former is much
uaier to measure, it provides only a very rough estimate of the latter-<which
is, of course, what is really relevant to the biasing experiment. The failure
ol the biasing manipulation for incline may well be due to the fact that while
approximately one person out of ten prefers it as & noun, most pecple may have
it in their lexicons only as a verb. For these people, its stress pattern
would be completely unshiftuble however psychologically real stress patterns
are in reading. This suggests that for this kind of experiment it would be
Quite proper, and indeed optimal, to select words whose baseline frequency is
stout equal between noun and verbd,

The objection might be made that the effect fTound 1in the present
experiment is merely an artifact of the particu.ar task empldyed, rather than
8 reflection of normal reading processes. To ~ace this claim is to say that
sub jects yed strategies in the performance of this task that were
constructed §8 hoc for this purpose. But there 1 no logical requirement for
such a strategy to include the oonstruction of a phonetic representation; on
the face of it, a visual representation wouid suffice. Nor is there any

wreason to expect all subjects to arrive at the ‘same kind of special strategy.
Yet the more successful subjects employed a phonetic coding strategy, while
those subjects who could not -d& this did not seem to find another strategy
that vas siamilarly effective, Thus it appears that subjects were making the
begt use they could of reading skills that were already available for more
ordinary purposes. R

.

While it might te argued that the phonetic effects found by Conrad (1964)
and Baddeley (1966}, for example, and in the pressnt experiment are due to
rehearss} strategies for ;hort-t’em recall, which have been shown to employ a
phonetic representation (see Baddeiey, 1976, Chapter B, for discussion), this
argument does pot appiy to effects found in the ecceptebility judgment task

A smployed by Kleiman (1975}, which did not require rehearssl. Thus the
' construction of a phonetic representation cannot be viewed as s mere artifact.
of rehearsai. - -

)

It could also be argued that for semantically integrated sentences,
Jreadecs might use a semantic code, and ¢-)loy a.phonetic code to facilitate
demory only when the items in the experimadntal 3sequence. do not cohere
aesantically. The findings of Baddeley and Hitch (1974) address this criti-
cism. They compared reaction times in a grammpticality judgment task using
ordinary sentences and sentences composed of phonetically similar (r:vming)
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words. Phonetic similarity increased response latencies to grammatical and
ungrammatical sentences. This tagk does not involve rehearsal or short-term
memory. But it does implicate the parser, lending support to the conclusion
from Kleiman's study that the sentence parsing mechanism requires a phonetic .

_-representation, quite apart from any requirements of short-term memory, ' If

sub jecty construct a fairly detailed phonetic representation in a relatively
unnatural situation in which it affords them no apparent advantage. we might
also expect them to do it in a more natural situation., In other words, 1if
sub jects encode prosody when they read lists of words silently in a task that
does not require comprehension,- then it is likely that they will also encode
prosody -when they read ordinary sentences in a task that necessarily invokes
the higher level processing involved in comprehensian.

An important finding from this ‘experiment is that readers construct a
mental representation that includes features not represented in the stimulus.
Thus, while it might be maintained that- readers of English represent the
segmental features of the words they read just because these can be extracted
by rule from the letters of the orthographic system (at least in most cases),

- no such claim can be made for suprasegmental features such as stress, for

there are no symbols in English orthography that indicate stress. In the
stress-neutral pretest condition, subjects were always able to_ name the-
homographs. That -this was ->t accomplished by simply applying  rules to
translate from orthography to jhonology is strorgly suggested by the fact that
ot all words having the scme orthographic structure were consistertly
assigned the same pattern of stress by a single subject. More likely, a bias
of some sort, due to factors such as frequency of occurrence, was responsible
for a subject's choice in each-.case. Such a bias could only come from the
lexicon. This is true in the case of vowel quality in homographs (lead, bow)
as. well. For these words, at least, naming written uords must -follow lexical
access.

Tnis must always be the casé in naming Chinese logographs and Japanese
kanji. ‘l‘hese orthographic systems giv? very little phonological information,
yet reading lists of words written 1in_these orthographies results in a
phonetic representation in “short-term meory (Tzeng et al., 1977; Erickson et
al., 1977). Thus almcst all phonetic information must be supplied by the
reader after lexical access.

-

Further support for the active participation of the lexicon in reading is
provided by Hebrew. The Hebrey language 1s irepresented by alphabetic
orthography that keeps the vowel symbold fairly well separat from the
consonant .symbols. In texts lntended for fluent adult readers, the vowel
information is usually omitted entirely. However, it is 'the vowels of Hebrew
that represent the inflectional system and carry most of the morphological and -
syntactic information. The task of the -.reader in Hebrew is to decide,
presumadbly in the course of parsing procedures, the syntattic role of each
word. and its morphological camposition in that role. Having derived this
information, there is no reason to expect the reader of Hebrew to then add
information about the vowels that would represent the word in speecn. But'the
results of a study .by Navon arid Shimron (1981) suggest that they do indeed do
0. Their subjects read lists of morphologically simple (uninflected) words
in which vowel phonemes were represented by the optional vowel diacritics.

 Latencies in lexical decision tasks were increased by phonemically anomalous
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diacrities but not by graphemically anomalous dfacritics that preserved the
phonology. The effect could not be attributed to visual factors.

- Their results suggest that in the simple case gﬁsz;;lng unambiguous
uninflected words, with no  concurrent processing\\denands such as those
required for sentence comprehension. subjects both construct a phonetic
representation and access the lexicon. (In this case. lexica' access appears
to follow grapheme-to~-phoneme translation. However, there is ample evidence,
as Navon and Shimron point out, for models of lexical access that include a
visual route. In any case, the result is a phonetic representation )} Yet -
Kleiman's results suggest that it is just in those cases in which processing
for comprehension is required that the phionetic representation is important.
In the case of fluent readers of Hebrew in the ordinary situation of reading
text, ‘the construction of a phonetic representation is at least as likely to

'occur as in the simple case of lexical decision. However, here the construc-

tion of the phonetic representation myst follow 1lexical access, as with

English homographs, Chinese logographs, and Japanese kanji, But with Hebrew,

it is also likely to be the case that the phonetic representation is the

preduct of the parser, rather than of the lexicon, since it is the analysis
resulting from the parsing process that indicates to the reader, what the .
morphology of the word must be, and thus what vowels must be supplied.

The fact3 about Hebrew, on the one hand. and English, Chinese and
Japanese, on the other hand, suggest two hypothe;es to account for the, effect
found in the present experiaseat. dJnder one hypothesis, whieh I will c¢all the
lexical bias hypothesis, prosodic priming is a result of activity in the
‘lexicon. There is evidence that stress (or some abstract representation from
which stress can be derived by rule [Chomsky & Halle, 19681). is a feature of ° ,
lexical entries (Brown & McNeill, 1966), Jjust as segmental phonological
features and semantic features are. As such, stress can probably be primed
similarly to semantic features (Meyer, Schvaneveldt, & Ruddy, 1975). As the )
activation of a single word may activate’any .number of lexical entries in the‘ L
same semantic field, the activation of a single disyllable with first-syllable )
stress might activate (if slightly) all disyllables having first-syllable
ssress. The activation of nine such words may have the cumulative effect of
activating the ~£i£se‘syitabie-stressed entry for the homograph to a point
where it is much more readily available than the second-syllable-stressed
entry. and thus more likely tg be reported in the priming situation.

’

The second hypothesis, suggested by the facts about Hebrew, may be called
the parsing hypothesis. According to this hypothesis, even isolated words are -
parsed, that is, they are processed as ore-word sentences (see Mattingly, Note
1). TIt.is in the parser that the morphophonemic representation retrieved from
the lgxicon is assignec a phonetic representation. This type of model is well °
suited to an orthography such as Hebrew. In fact, if it is assumed that the
entire linguistic system, 6f which word recognition is only a part, is

" designed for the processing of linguistic structures, this type of.-model is

equally well suited to English and any other language. The prosodic priming
effect can then be seen as the result of a bias induced in the parser as it
constructs a complete phonetic representation, including prosody, for each of
a series of one-word sentences. A small bit of evidence in support of this
hypothesis for English is the apparent ease with which sentences containing
homographs are read: In syntactic context, the grapheme sequence p-r-o-g-r-e-

t
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8-3 (for example) may be instantly recognized assa noun or a verb as a result
of information derived by the parser. The entire analysis of the sentence up
to the point where ‘the homograph is encountered determines what syntactic
categories are likely to occur in a well-formed structure and guides lexical
access to the appropriate entry, yielding, ultimately, the appropriate phonet-
ic representation. . ‘.

REFERENCE NOTE
1." Mattingly, I. G. On  the. nature of pHonological representations.
Manuscript in preparation, 1981.
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CHILDREN'S HﬁORY FOR RECURRING LINGUISTIC AND NONLINGUISTIC MATERIAL IN
RELATION TO READIKG ABILITY® .

Isabelle Y Libeman.+ Virginia A. Hann,w Dom\ld Shankweiler,+ and Michelle
Werfelman+ ,

-

Abstract. Good beginning readers typically surpass poor beginning
readers in memory for linjgyistic material such as syllables, words,
and sentences. Here we esent evidence that this interaction
between reading ability and ry performance does not extend to
memory for nonlinguistic material like faces and nonsense designs.
Using an adaptation .of the continuous recosnition memory .pacadigm of
Kimura (1963) we assessed the ability of good and poor readers in
the second grade to remember three different types of material:
photographs “of .unfamiliar faces, nonsense designs, and printed
nonsense syllables. For both faces and designs, the performance of
the two reading groups was comparable; only when remembering the
nonsense syllables,did the good readers perform at a significantly
superior level, kse results support other evidence that distinc-
tions between good and péor beginning readers do not turn on memory
-per s€, but rather on .memory for linguistic materisl. Thus they
extend our previous finding that poor readers encounter specific -
difficulty with the use of linguistic coding in short-term memory. .

2 i

The performance of good beginning rcaders on certain ianguage-based
short-term memory tasks, like their performance on many other language-related
tasks, tends to be better than that of children who encounter difficulty in
lez~ning to read. The association between reading gbility and such short-term
«emory skills is by now well-documented. For example, children who are good
readers tend to have a better -memory for strings of writte~. or spoken letters
(Shankueiler. Liberman, Mark, Fowler, & Fischer, 1979). They are also more

y
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succepsful a(?cealuns strings of spoken words, and even at recailing the
words of gpoken sentences (Mann, Liberman, & Shenkweiler, 1980).

However, our concern has been not simply to document this performance
difference but instead to uncover the probsble cause of the difference., We
first approached this problem by turning what appeared to us to be the special
advantages of good readers sgainst them. Since we knew that for adults. the
pres.nce of a high density of phonetically-confusable items hinders the use of
spéech-related processes in short-term memory, we were led to examine the
effect of the same manipulation on the performance of .good and poor readers.
We found that like adults, godd beginning reader3 appear to make effective use

" of phonetic coding in short-term memory, shersas paor readers .do not. Thus we

have shown that e memory performance of good readers falls sharply, even to
the level of that of the poor readers, when they are asked to resxember a
letter string, word string, or sentence: containing a high deasity of phoneti-
cally-confusable items (letters with rhyming names, or words that rhyme with
one another), wher2as the performance of poor readers remains little changed
by this type of material. ‘ -

it -this point in our {nvestigations, we were led.to avk whether there are
any other differences between the short-term memory capacities of good and
poor readers; beyond those that reflect differential use of a speech code.
_After all, studies of patients with lateralited brain dissase have revealed
that verbal and non-verbal short-ters memory abilities may be relatively
independent (see, for cxample: Kimura, 1963; Milner & Taylor, 1972; Warring-
‘ton & Shallice, 1969). Hence it seem»d at least possible that the ability of
poor readers to use nonverbal short-term memory processes could be equal to
that of good readers. While this possibility is supported by findings that
good and poor readers are equally] successful at remembering unfemilisr
(Hebrew) orthogrsphic designs. (Vsllutino, Steger, Kaman, & DeSetto, 1975), it
aight seem inconsistent with findings that good readers surpass poor readers
in remembering abstract figural patterns (Morrison, Glordani, & Nagy, 1977)
and spatisl-temporal patterns (Corkin, 1978). In our opinion, however,

. neither of these latter findings can be regarded as conclusive evidence that

poor readers have difficulty with nonlinguistic short-term memory, per se,
since both derive from materials that lend themselves to verbal labeling and
to the use of linguistic memory strategies (Liberman, Mark, & Shankweliler,
1978). Therefore, it remained to be determined whether or not poor resders
ehcounter difficulty with memory processes other than those pequiring use of a
speech code. We sought to investigate this question in the present study by
comparing the ability of good and poor readers to remember linguistic matertal

_ with their ability to remember material that is not only nonlinguistic but

also not-readily susceptible to linguistic coding.

Our subjects were good and poor readers in a second-grade classroom,
whose memory abilities were tested with an adaptation of the continuous
recognition memory paradigm of Kimura {1963). Using that paradige, we
asseased the children's ability to remember each of three types of materials:
nonsenge designs, photographs of unfamiliar faces, and printed CVC nonsense
;S¥llables. Whereas the nonsense designs were those esployed in Kimura's
driginal study (1963), the facial photographs and nonsende syllables were our
own innovation. Studies of adult pstients with focal brain damage reveal that
the ability to encode and remember the nonsense de:i1gns tha. Rimura employed

. 4 L N
—_— - . *_1.{,.‘.) . — - i— - -



b =

suffers as- a consequence of right hemisphére temporal lobe excision but is
relatively unimpaired by vomparsble excisions to the left, language-dominant,
hemisphere (Kimura, 1963; Niiner, 1974; Milner & Teuber, 1968). Likewise, the
ability to encode and subsequently to recognize unfamiliar faces has been
determined to be a right~hemisphere capacity that does not demonstrably depend
on the language wmediation skills of the left hemisphere (Leehey, Carey,
Diamond, & Cahn, 1978; Yin, 1970). In contrast, the encoding and recogrnition

of English-iike nonsense syllables {s a linguistic ability that suffers as a

consequence of dmmage t» the left hemisphere (Coltheart, 1980;: Patterson &
Marcel, 1977; Saffran & Marin, 1977).

We anticipated that the results obtained with good and poor readers in
the case of nonsense designs and faces would differ from those obtained with
nqnsense syllables. Good reade. . were not expected to surpass poor readers in
memory for either the nonsense designs or . the f ces, since neither of these
sets of items lend themselves readily to the use of languagé coding. In the
event, however, that good readers shculd excel st recognizing either of these
materials, it would be taken as evidence that the poor readers do indeed have
broader deficiencies in remembering. We expected good readers to surpass poor
readers in memory for nonsense syllsbles, on ‘he sssumption that tpeir use of
phonetic coding as a mneminic device would be superior to that of poor
readers, :

METHOD
Subjecta

The subjects in 4 this sexperiment .were 36 second-grade children who
attended the public schools in Mansfield, Connecticut. An initiai pretest
group was selected on the basis of the children's Total Reading Score on the
Stenford Achievement Tests, which had Ddeen administered earlier in the same
school year.. Candidates for the good reading group had received gralte scores
of from 3.7 to 5.0, whereas candidates for the poor reading group had received
scores of 1.5 to 2.4. Final selection of 18 good readers and 18 pcor readers
was made on the basis of scores on the Word Recognition Subtest of the Wide
Range Achievement Test (WRAT) (Jastak, Bijou, & Jastak, 1965)., Children
selected as good readers hed WRAT reading grade equivalents ranging from 3.1
to 5.0, with a mean score of 4.0: children selected for the poor reading group
recejived grade equivalents from 1.5 to 2.4, with e mean score of 2.1,

Nean ages for good and poor readers were 94.0 months and -94.2 months,
respectively, and were not significastly different. Individusl administration
of the WISC-R revealed good resders to huve a mear. Ful. Scale IQ of 113.6,
vith aean Verbal and Performance IQ's of 112.1! and 112.9, respectively. Poor
readers received msean Full Scale IQ of 107.7, with Verbai and Performance IQ’s
of 108,4. and 109.1, respectively. There were no significant differences
between good and poor readers on any of the IQ measures. '

Materials
There were three different types of meterials: nonsense designs, faces,
and sy: 1bles. The tests using these three types of items were identical in

manner of construction snd presentation, aach modeled un Kimura's (1963)
recurring recognition memory task.
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Nonsense designs. There were 80 nonsense-design stimuli, each of whizi

was one of the 52 irregular line drawings of Kimura (1963). Four of the

N designs were used eight times each (the recurring designs), and the remaining

48 once each (the nonrecurring designs). Each stimulus was drawn on a 3 x 5

carg. For the purpose o¢f testing, the stimuli were divided into eight sets of

ten; within each set of ten, the four recurring designs were randomly

interspersed with six of the nonrecurring designs. The first set of ten

stimuli constituted the inspection set, the remaining seven sets contained the
actual test stimuli. )

Faces. Face, recognition stimuli were constructed using 52 black and
white photographs, half of which were adult female faces and half adult male
faces. In both the male and female stimuli sets, half were photagraphed
looking to the left and half looking to the right. To minimize distinguishing
details that might lend themselves to verbal labeling, no faces were\ﬁsed that
displayed hair, eye-glasses, jewelry or distinctive markings such as scars,
distipctive makeup, etc. In addition, a-uniform mask was applied to each
picture to cover hair and background detail as well as to ensure a uniform
size, ’ R

Again, a set of 80 ‘stimuli was constructed. Four photographs occurred
eight times each (two male faces and two female faces, two looking to the left
and two looking to the right) whereas the remaining 48 occurred, once each.
The stimuli were divided into eight sets each, with each set containing the
four recurring photographs randomly interspersed among six nonrecurring ones.
The first set served as the inspection set, the remaining seven sets contained

the tes: stimuli. N . .

Nonsense syllables. Stimuli for this part: of the experiment were
constructed from a set of 52 CVC nonsense syllables that had been selected
from Hilgard (1962) to have a moderately low association value. Across the
di fferent syllables, frequency of occurrence of each letter was controlled as
muct as possible. The vowels a, e, and u appeared 11 times eack, i appeared
nine times, and o appeared ten times. Every consonant (with the\lexception of
g, X, and y in initial position and g, y, h, and W in final posiiion) ‘occurred
at least once, w.th some consonants occurring as often as six times. '

From the syllables, a set of 80 ‘stimuli was constructed. Four of the
stimuli occurred eight times, while each of the remaining 48 occurred once.
The.stimulus cards were again divided into ‘eight sets of ten each; within each
set of ten.the four recurring syllables were randomly interspersed with six
non-recurring ones. The first set of "ten constituted the presentation trials,
the remaining seven sets contaired the test stimuli. -

s

Procedure . 5 - X
= Each child was tested individually, with the nonsense designs being o ¢

presented on the first day of testing, and the faces and syllables on a second
day. The procedure for the recurring recognition memory paradigm was adapted
from Kimura (1963) and was the same for all three types of material.

The experimentef began each test by telliqg the chil'! that some designs
(or faces or syllables), gould be shown, one at a time, and that the tgsk was
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to look at each one very carefully and try to remember it. She then presented
the inspection set of ten cards, showing each card for approximately taree
seconds. Subsequently, the child was told that more cards would follow, Scme
of which would be identical to those presented in the inapection set, and some
of which would be new cards. The instruction was to say "Yes" if a card had
been seen before, and "No" if it had not. The test items were then preseated
to the child, who was required to respond to each one before being shown the
next.

RESULTS \

In order to evaluate the performance of the subjects, we first coaputed
the percentage of correct responses made by each subject, separately for each
of the three types of materials (nonsense designs, faces, and syllables).
This was done by summing the number of correct recognitions and correct
rejections, and dividing by 70 (i.e., the total number of test items presented
in each condition). After first noting that the performance of the subjects
on all three types of material was consistently above the chance level of 50
percent correct, we turned to the major purpose of our study, which was to
evaluate the extent of difference between the performance of .good and poor
rezders on each of the three different types of items.

The results of an ANOVA computed on the variables of reading ability
(good versus poor readers) and material type (designs, versus faces, versus
syllables) revealed a significant effect of material type, F(2,68)=73.3,
p<.001, reflecting the fact that designs and faces were typically harder to
remember than syllables. There was further the anticipated interaction

. between the effect of item type and reading ability, F(2,68)=z8.3, p<.001. As

can be seen in Figure 1, good readers were not significantly better than poor
readers at remembering either nonsense designs or faces. (For nonsense
designs, t(34)=1.4, p>.1; for faces, t(34)=0.1, p>.6). In fact, poor readers
were slightly (although not significantly) :bett.. at remembering nonsense
designs. Good readers, however, were significantly better than poor readers
at remembering the nonsense syllables, t(34)=3.2, p<.005.

DISCUSSION

The results, then, upheld our predictions. Poor readers were &jual to

"good readers in ability to remember both nonsense designs and faces. In

contrast, poor readers made significantly more errors than good readers in
recognizing the nonsense syllables. Thus we find no evidence that children in
the. two reading groups differ in general memory ability. Rather, we again
find' them to differ only in memory for linguistic items. These findings help
us to place in perspective two claims that are frequently made regarding the
origins of many childhood reading problems. One claim sees a "general memory
deficit™ as central (Morrison et al., 1977). According tc that hypothesis,
which views poor readers as having difficulty with memory, per se, poor
readers might be expected to show inferior performance for 1inguistic “material
and fisural material alike. Clearly, our results are incompatible with this
view, since it was found that good and poor readers differed solely in memory .
for the syllables..
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Figure ¥: Hun pereenuu‘» of correst res, -“tes sade by ,..d and poor readers
U on nonsense designs, fasces, and nonsense syllables,
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J A second theoretical claim suggest® that fallure of serial order memory
: «138 the core.problem (Bakker, 1972: Corkin, 1976; Holmes & McKeever, 1979).
Our task did not require that sudjects remxember the order of items in'the -
. inspection set, yet we nonetheleas obtained a difference between good and .poor
. raddors' _ability to rem.aber ndnsense -syllables. Thus the poor’ readers'
[m|omdry problem goes beyord serial order alone. In this respect, the preasent
findings confirm earlier rosulty by Mark, Shankweiler, Liberman, and Fowler,
" % 1977 and By“ne and Shea, 1979. We do reslize, however, that a msterial-
v specific deficit in arier memory cculd be a consequence of failure to make
- effective use of phonetic codina. Indeed, in a recent study ({(Katz,
) Shanigretiler, & Liberman, .wote 1) some of us found that good snd poor readers
- selected by the same criteria as in the present study diffexec in ability to
. retall’ onder of the items. But the good readers excelled oal en their task s -
}' was to recall the order of.items that could be coded in terms of linguistic
|

labels. No difference was fQuni in wemory for the ,order of nonrecodable
items. “Thus tho problems of poor rvaders in racall of items, per se, and in ' /
X recall of item order appears Lo be linked to some difficulty with using a
> phonetic code--either a ﬁila-e to recode phodctically or g weakened tendency
to use this cod/iy principle. “
in - .ussary, then, we have discovered an inatance in whi.~ desp.te
identical procedures, good and poor “restders differ- in the abilicy tc emember
langusge~based material, but fail to differ in memory for two typu of
. ' nonverbsl material. Thus we= conclude tha® the shoyt-terns memory defi its of -
povr  readers appear ingeed to be restricted to the domain of phonettc -
rq»reunuuou in short-teMm memory. Several questions ‘irise at this pint,
duong thel the question of .y poor readers fajl to make effective use of a
phonetic cpde, and the question of how a deficient linguistic memory coues to
be associated with problems in iearning t> read. At presdnt we.are addressing
v the first of thesei‘questions by examining thre pattern of memory errors made by .
poor readers, Cur approach to the second, however, is guided by a considera-
tion of the relation betweon shoe:i-term memory and normal language processing '
(Baddeley. 1978: Liberman, Mattingly, & Turvey, 1972), which leads us to ask ’
L whether ptﬁr readers encounter difficul>y on the type of language comprehen-
' sion tasks used in studying sphasic patients {(Caramazza & Zurif, 1978). We
sSuspect that anawern to these two gquestions may” dring us closer to én
unpderstanding of the reading process as well as of the process of reading
acquisition, , .

REFERENCE NOTE . .
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PHONETIC AND AUDITORY TRADING _RELATIONS BETWEEN ACOUSTIC CUES -
IN SPEECH PERCEPTION: PRELIMINARY RESULTS ,

Brunc H. l.epp

Abstract. When two different acdustic cues contribute to the
perception of & phonetic dist.action, a trading -elstion between the
T cues can be gnoustntcd if the speech stimuli are phonetically
ambiguous. Do the cues trade also in unsmbiguous - stimuli? Four *
«d{fferent trading relations were examined using a fixed-standard AX
disorimination task with stimuli ejther {rof the vicinity of the
phonetic category boundary or from within a phonetic category. The
results suggest that certsin trading relations {(presumably of audi-
tory origin) hold in both conditions while others are tied to the -
perception of phonetic contrasts and thus appear to be specific to s
the speech aode. . :

L 4

/ INTRODUCTION o

Virtually any phonetic distinction has multiple correlates in the acous-
tic aspeech signal. ThatTs, the Articulatory adjustments required to change
from one phonetic category to the sther (other things egual) c&use acoustic
changes along several ssparable phyaical ,dimensions--spectrum, amplitude,
time, ihile a listener typicelly perceives only a asingle change--viz., one of
phonetic category—the physical changes that led to this unitary parcept can

. only be desoried in the form of a list with multiple entries. When the

signal properties thus listed are manipulated individually in an experiment,
it i3 generally found that they all have perceptual .cue value for the relevant
phonetic distinction, although they may differ in their relative importance.

" 1f one cue in such ai. =nsembl. is changed to favor category B, another cue can

be noglfiad to fgvor category A, 80 that the phonetic percept remains
unchanged. This is called & trading ralation. Presaumably, any two cues for
the same phonetic distinction can be traded off against ez-h other within
limita set by their acceptable range of values and Tby their relative
perceptual weights. Numerous .recent studies of trading relations nave been
reviewed by Repp (1981h); some of them willi be discusaed further below.

The mechanisms by which a listener's brain combines a number of diverse
cues into a single Vphonetie percepl 2are not known, but there are two

4
Ac ledgment. This research was supported by NICHD Grant HDO1994 and BRS
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asiiatence in running subjects, and to Robert Crowder, Virginia Mann, Richard
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paper. , .
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contrnat}ng views on that issue. One view (e.g., Liberman & Studdert-Kennedy,
1978; Repp, Liberman, Eccardt, 'k Pesetsky, 1978) holds that the perceptual
integration of acoustic cues is motivated by their common origin in the
production of a phonetic contrast; that is, listeners are assumed to possess
and apply dztailed tacit knowledge of tha multiple acoustic. correlates of
articulatory maneuvers. The other view (best spelled out in Pastore, 1981)
saintains that integration of, and trading nelations between, acoustic cues
‘wight arise either from intearation or from interactions (such as masigng or
contrast) at a purely auditory level of processing, without referénce.to the
articulatory origin of the cues. Tie evidence so far (summarized in Repp,
1981b) strongly favors the first view. However, it is conceivable that, as
more is learned about auditory medhanisms, certain trading relations between

acoustic cues will find auditory explanations, particularly those that seem to’~

have no good articulatory rafionale. Since many perceptual trading relations
have been demonstrated with synthetic stimuli and without a parallel‘.examina-
tion of speech production, the relation of the- perceptual results to what
happens in ar _culation may not alwdys be as close as hgs been supposed, and
some trading relations: may actually have been ‘caused by auditory cue interac-
tiond.

Undoubtedly, detailed studies of speech production and speech acoustics
as well as auditory psychophysics will shed further light on this issue.
There is a more direct experimental approach, however, which makes use of the
fact-that, under certain circumstances, tne same (or highly similar) stimula
may be heard either as speech or as nonspeech. Such different percepts may be
achieved either by presenting 3peechlike stimuli *o human listeners undzr
different instructions, relying primarily on the subjects' postexperimental,
reports. about whether the stimuli in fact sounded speechlike or not, or by
contrasting human perception of speech with that of nonhuman; animals. In
either case, the demonstration of a trading relation in all subjects or in all
conditions would favor an auditory account, while the finding that a trading
‘relation holds only when human listeners claim to perceive the stimuli .as
speech, but not when they claim to hear nonspeech sounds or when the listeners
are nonhuman, would constitute strong evidence in favor of the speech-specific
(articulatory-phonetic) origin of the trading relation.

] There age no completed studies of trading relations in animals, but
interesting results are expected soon from several laboratories. For chin-
chillas, Kuhl and Miller (1978) have reported a shift in the voiéing boundary
for stop consonants with place of articulation--an effect that may, in part,
be due to a trading relation between voice onset time and formant onset
frequencies (cf. Summerfield & Haggard, 1977). A trauiug relation between
these two variables has also been demonstrated in human infants (Miller &
Eimas, Note 1); however, rather than pointing towards psychoacoustic interac-
tions, this finding may indicate that human infants are biologically prepared
for phonetic perception. ‘The present experiments focus on, several effects
that have not yet been.demoratrated in either infant or animal sub jects. -
4

In stdaies using adult human sub jects, two methods have been applicd v
address the question of the origin of trading relations. One is to construct
stimuli that contain the critical cues under investigation but are sufficient-
ly different from speech in other respects, so as to be perceived as nonspeech

by naive subjects but as speech by more experienced or specially instructed-
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tubjects. The technique of imitating the speech formants with ﬁure tones has
served this purpose well (Bailey, Summerfield, & Dorman, 1977: Be?t, Morrongi-
ello, & Robson, 1981; Remez, Rubin, Pisoni, & Carrell, 1981%. The other
method is toc use speech stimuli and to lead 1listeners, thrbugh special
instructions and practice, to perceive them analytically—to segregate them
into their auditory components, as it were. This is a notoriously difficult
task, but it is possible with certain special stimuli, e.g., with fricative-
vowel syllables (Repp, 198%ta). In all of these studies--some of which will be
described in more detail below--subjects' response patterns were radically
different wnen the stimuli were heard as speech than when the same stimuli
were heard as nonspeech; in pﬁ?ticular, _the trading rel- ‘ons or other
contextual effects under investigation were observed only in the speech mode.
However, as noted above, this result may not hold for all trading relations.

The present experiments explored a third method, which has the advantage
of simplicity and general applicability, thus making possiole the parallel
investigation of a number of different trading relations. The method is a
simplified version of a procedure used py Fitch, Halwes, Erickson, and
Liderman (1980) to demonstrate the categorfcal perception of speech stimuli"
variying in two cue dimensions. Fitch et al. were concerned with a trading
between a temporal and a spectral cue for the. "slit"-"split"
contrast> the amount of silence between the fricative noise ant\the periodic
stimulus portion, and the presence or absence of formant transitions (appro-
priate for a labial stop) at the onset of the periodic portion. _In an
identification task, less silence was needed to change "slit"™ to "split" when
formant transitions were present than when they were absent. In a subsequent
oddfty‘discrimination task, Fitch et al. compared performance on three types
of trials: (1) Spectral difference énly ("one-cue condition"); (2) spectral

, and temporal difference, the stimulus with the formant transitions always

having the longer silence ("two-cooperating-cues condition™); and (3) spectral
and temporal difference, but the stimulus with the formant transitions now
having the shorter silence ("two-conflicting-cues condition"). Subjects were
considerably more accurate in the second than in the third condition, with
performance in the first condition in between. This ordering of conditicns
was predicted from the way the stimuli were labeled by the subjects. 1In
essence, these results revealed that speech stimuli varying on two dimensions
.are still categorically perceived., The listeners appeared to base their
disc “imination judgments on the phonetic labels of the stimuli, ancd thus the
trading relation between the two cues was exhibited in discrimination as well
as in labeling responses.

What would heppen. however, if subjects could not rely on phonetic
labels? Such a situation would arise if the stimuli to be disé¢riminated were
perceived as belonging to the same phonetic category. We knog from many
earlier studies of categorical perception 'that buch‘ discriminations are

-gifficult to make, but subjects typically perform at a level better than
chance and their performance_ﬁhy be enhanced by increasing physical stimulus
différences and/or, by using a paradigm that reduces stimulus uncertaiaty. If

. subjects cannot rely on phonetic labels, they must make their discriminations

on the basis of the auditory properties of° the stimuli. If some of these
properties interact at the auditory level of perception and thereby generat®e a
trading relation, then this trading relation should be observed regardless of
whether or not listeners can make phonetic distinctions. On the other hand,
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if a trading relation is phonetic in origin, then the unavailability ‘of
phonetic contrasts should lead to a disappearance of the trading rela’ ion.
Since, in this case, the cues are presumably independent at the auditory
level, a difference in two cues should be at least as easy to discriminate as
a difference in one cue (cf. Espinoza-Varas, Note 2), regardless of whether

the cue values are paired in the cooperating or the conflict.ng manner (a la
Fitch et Wi., 1980).

This is the rationale underlying the present experiments. To- simplify
the design, the cooperating-cues cond. tion was omitted. The critical compari-
son was hetween 1<cue and 2-cue (conflicting-cues) trials in twp discrimina-
tion conditions: Between phonetic categories and Within a single phonetic
category. A trading relation in the Between condition (where stimuli con-
trasted phonetically on some, but not all, trials) should show up as poorer
performance on 2-cue than on 1-cue trials. The same pattern in the Within
condition would suggest that the trading relation is auditory in origin. On
the other hand, equal or better performance on 2-cue than on li-cue trials in
the Within condition would indicate that the trading kelation is absent and,
therefore, that its occurrence in the Between condition has a phonetic basis.

Four different trading relations were investigated in four parallel
experiments that were identical except for the stimuli and their dimensions of
variation. Therefore, the general method will be described first, followed by
a discussion of the individual experiments.

GENERAL METHOD

Stimulus Tapes

Each experiment employed speech stimuli (natural cr synthetic words)
varying on two cue dimensions for a specific phonetic contrast. One cue--the
primary cue--was always temporal in nature and assumed several different
values, whereas the other ctGie--the secondary cue--assumed only two different
values. Two sets of four values of the primary cue were selected: One set of
shorter values was intended to span the phonetic category boundary (Between
.condition), while the other set had longer values intended to fall entirely
within the corresponding phonetic category: (Within condition). Because
Weber's Law holds approximately for the discrimination of duration (e.g.,
Creelmar, 1962), and to facilitate discrimination in the more difficult Within
condition, the values in the Within stimulus set were spaced farther apart
than those in the Between set. The two values of the secondary cue were
chosen so as to be difficult to discriminate but still sufficiently different
to generate an observable trading relation.

A fixed-standard AX (same-different) discrimination task was used. This
task has several advantages, which include low stimulus uncertainty (which
tends to raise discrimination scores), relatively short test duration, and
direct convertibility of the data into d' scores. The stimulus tapes for the
Between and Within conditions were identical except for the settings of the
prisar, cue. The fixed standard stimulus occurred first in each stimulus pair
and was constant throughout each condition; it had the shortest value of the
primary cue and the more conflicting of the two values of the secondary cue
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(1.e., that value which, more than the other value, favored the same phonetic
category as did an increase in primary cue duration). Each condition
contained four blocks of stimulus pairs. The first block of U8 pairs was for

“practice only: On half the trials, the standard was paired with itself; on
the other half, it was followed by that stimulus which had the longest vdlue
of the primary cue but the same value as the standard of the Secondary cue.
In other words, thé practice block contained only identical and (relatively '
easy) 1-cue trials. The first test block of 72 pairs contained the same pairs
as the practice block plus 24 2-cue trials. On these latter triasls, the
difference in the primary cue between the standard and comparison stimuli was
the same as on 1l-cue trials, but there was an added difference in the
secondary cue whose setting in the comparison stimulus "conflicted"™ with its
longer value of the primary cue, thus making discrimination more difficult if
(and only if) the two cues engaged in the predicted trading relation. The
remaining two test blocks of T2 trials each were similar except that the
magnitude of the difference in the primary cue was reduced, thus making the
task increasingly more difficult. This was done to counteract possible
ceiling effects due to individual differences in discrimination accuracy and
in phonetic boundary locations. It also served to explore a range of stimulus
differences, since it was not known in advance how well naive subjects would
perform in this task.

The standard and comparison stimuli in a pair were separated by 500 msec 4 .
of silence. The interpair interval was 2 sec, and tlere were longer pauses
between blocks.

Procedure

The subjects were tested individually or in small groups. The stimuli
\ were presented over TDH-39 earphones at a comfortable intensity. All subjects
listened first to the Within condition, followed by the Between condition and
‘by a repetition of the Within condition. The repetition served to 1nvestigate
whether experience with phonetic contrasts in the Between condition had any
effect on subjects' strategies in the Within condition; it also gave a second
chance to those subjects who fou~d this condition very difficult the first
time. In all experiments except the first, the .discrimination tests .were
followed by a brief labeling test in which the seven different stimuli used in
the Between condition were presented 10 times in random order. {(The labeling
test for Exp. ! was administered at the e.d of Exp. 4b.) This test was added
to verify the trading relation between the two cues.

Instructions were kept to & minimum. The subjects were told about the
genefal procedure and sbthaut the relative dfoiculty of the task. They were
not informed about the %!‘erence between the two experimental conditions
(except that' the stimuli Wuld be 'slightly different), and they were not told
the relevant phonetic labgls or the auditory cue dimensions that varied,
Rather, they were '#ft to discover these by themselves as they listened to the
48 practice trials. For these trials only, the correct responses (s, d) were
printed on the answer sheet, and the subjects merely checked them off as they
went along. It was hoped that, after this experience, the subjects would have
some idea of the difference to listen for (i.e., that in the primary cue
dimension). They were told that the differences in the subsequent test blocks
were of qe same kind, but that they would get smaller in magnitude. They
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were not informed about the introduction of another kind of difference (that
in the secondary cue dimension) or cf the consequent igcrease in the true
proportion of "different" trials from 50 to 67 percent, ut it was mentioned
thatwany kind of difference perceived warranted a response of "different.”
Clearly, the procedure was designed to focus the subjects' attention on the
primary cue; since only this cue varied in the practice block.

The sub jects responded by writing down "s" or "d" on each trial, guessing
if necessary. After each of the three test conditions, they were intervieéwed
about, their impressions and strategies. In the final labeling test, they
chose from the two relevant categories (which they were told) and wrote down
their responses in abbreviated form. .

Analysis

. Individual subject scores in each test block were converted into d'
values, taking the proportions of ”differ‘cz" responses on 1-cue and 2-cue
trials, respectively, as separate hit rates \éind the proportion of "different"
responses on trials of identical stimuli as the Jjoint false-alarm rate.
Proportions of 0 and 1 were treated as .01 and .99, respectively, thus
limiting d' to a maximum value of 4.66.

Three analyses of variance were conducted on subjects' d' scores in each

' experiment. The first analysis was on the Between condition only, with the

factors Cues (1-cue vs. 2-cue) and Blocks (three. levels of difficulty).  The
second analysis was on the. Within condition only, with the factors Repeti-
tions, Cues, and Blocks. (In Exp. 3, only the second repetition was &na-
iy#€4d.) The absence of any interactions between Repetitions and the other
fhctors justified the combination of the two repetitions for the third

alysis, which compared the Between and Within conditions with the factors
itions, Cuvs, and Blocks. The critical effect in this last analysis was
ditions by Cues interaction, which was expected to reveal whether or
same trading relation (or other response pattern) held in the two
conditigns.

EXPERIMENT 1: "SAYM—"STAY"

R - —

The trading relation studied here counerned as the primary cue, the
amount of silence fbllouing the fricstive noise and, as the secondary cue, the
onset frequency of the firs& formant {F1) following the silence. This trading
relation, which is similar to that for "slit"-"split" studied by Fitch et
al. (1980), has been previously investigated- by Best et al. (1981): Less
silence is needed to change "say" to "stay" when F1 starts at-a lower
frequency. Best et al. confirmed this trading relation in two different
discrimination tests (oddity and .ariable-standard AX). These tests actually
1néluded some withig-category trials along with between-category trials, and
the trading relation could be seen to disappear within the "stay" cateiory.
However, this result is not conclusive, 71nce it may reflect a fioor effest
and is based. on rather few responses. ‘It is interesting to note, however,
that the similar data of Fitch et al. (1980 for the "slit"- nspliéh contrast,
although they are open to the same objections, actually suggest a reversal of
the trading relation in the within-category regions: Whereas the ordering of
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performance on the thre¢ types of trials was cooperating cues > one cue >
conflicting cues in the phonetic boundary region, it changed .to cooperating
cues = conflicting cues > one cue (at chance) within c.tegories. This is
exactly the pattern one should expect from a trading relation that 1s apecific
to phonetic perception, .

This expectation was further confirmed by Best et al. (1981) in an
elegant study with "sine-wave analogs" of ¥say"-"stay" stimuli. Subjeécts who
reported that they heard the sine-wave stimuli as ‘(highly unnatural) tokens of

~ "say" or "stay" exhibited the same trading relation between silence duration

and Fi(-anzlog) onset frequer y as was observed In speech stimuli. whereas
-those subjects wio heard the ._ne-wave stimuli as nqnspeech showed a radically
different " patt«rn of responses that suggested that they paid selective
attention to variations in one or the other cue. They neither integrated the
cues into a unitary percept, nor did Btm! settings of the unattesnded cue have
much effect on the perception of the attended cue. Py

Given these’ rather convincing results, the present re-investigation of
the “sdy"-"stay" contrast served not oply to replicate the findings of Best et _
al. but also to validate the new procedure. The prediction tas, then, that
the trading relation between silence duration and F1 onset freguency would be
observed only in the Between condition but not in the Within condition.

Method . e

Subjects. Eleven volunteers were recruited by announcements on the Yale
University. campus and were paid for their participation. Most of them had
served in earlier speech perception experiments. A different group of 9
sub jects (those of Exp. 4b) took the brief labeling test.

Stimuli. The stimulil were hybrids composed of a natural-speech {3] noise
followed by a synthetic periodic portion. The [s]'ndise sderived from a male
speaker's utteran‘g: of [sal. The periodic portion was produced on Sthe OVE
IIle serial resonance synthesiger. at Haskins Laboratories, folilowing formant
specifications provided by Besf et_gl. (1981) in their Figure 1 (speaker SSB).
The fricative noise was 212 fsec long, with a gradually rising amplitude pver
the first 170 msec and a2 rapid fall thereafter. The duration of the aynthetic

" periodic. portion was 300 mSéc. . It had a fairly abrupt onset and a fundamental

frequency thst fell linearly from 110 to 80 Hz.

The two stimulus portions were concatenated after both had been digitized
at 10 kiz using the Haskins Laboratories PCM syster The primary cue was the
amount of silence between them. In the Between condition, the standard
stimulus had no silence at all ("say"), and the comparison stimuli had 30, 20,
and 10 msec, respectively, on "different” trials in the three test blocks. In
the Within condition, the standard had 70 msec of silence ("stay"), and the
comparison values were 130, 115, and 100 msec. The "say"-"stay" boundary was
expected to be in the vicinity of 20 msec of silence. The secondary cue was
the onset frequency of F1 in the periodic portion. On l-cue trials, it was
200 Hz, vhereas, on 2-cue trials, it was raised to 299 Hz-——a cuve favoring
"say" and thus "conflioting™ with theslonger silence cue in the comparison
,Stimuli. The difference in F1 betweén the two versions of the periodic—-
‘stim lus porti ny gradually déminished over the first 40 msec (the extent of
the ‘1 transition). »
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Results

The results are shown in Figure 1. The first panel shows average d'
scores in the Between condition. Discrimination performance was high in the
. firat block but decreased rapidly as the difference in the primary cue was
reduced, F(2,20) = 24,4, p ¢ ,001. As predicted from the trading relation
between the primary and secondary cues, performance was higher on i-cue than
on 2-cue trials; however, this difference did not reach significance due to
high intersubject variability, F(1,10) = 3.7, p < .10, The Blocks by Cues
interaction was likewise nonsignificant.
The second panel of Figure 1 shows the results of the Within condition.
These rksults represent the combined (i.e., averaged d') scores of the two
repetitions of this condition, which exhibited highly 'similar response pat-
terns. Performance was only slightly better in the second run, F(1,10) = 4,0,
te o P < .10; no factor interacted with-Repetitions. Discrimination sccres ’started
at a lower Ievel in this condition than in the Between condition, even though
the difference in the primary cue was twice as ldarge. Performance declined
over blocks, F(2,20) = 14,2, p < .001, and this effect did not inteFact with
Cues. Most importantly, the difference hetween the two types of trials was
reversed here, performance being better on 2-cue than on i-cue trials, F(1,10)
= 12,1, g( .01, This reversal was confirmed by a significant Conditions by
Cues interaction in the joint analysis of the Between and Within conditions,
F(1,10) = 6.6, p < .05 - o . ~

The third panel of Figure 1 shows the labeling data for the stimuli used
“in the Between condition, obtained from a different group of subjects. One
*  listener perceived all stimuli as "say" and was excluded. The data of the
remaining eight listeners confirm that the standard stimulus (no silence) was
: heard as "say" and that the "say"-"stay" boundary fell between 20-25 msec, .as
. expected. The labeliing data alsoc exhibit the trading relation between the two
: cues, with fewer "stay" responses to the 2-cue (i.e., canflicting-cues)
. stimuli. However, this difference once more did not reach significance
becouse of high intersubject variability, F(1,7) = 4.0, p < .10, .

* Diseuasion

Basicany. t.he results confirmed the predictions: [/ tr-~ding relation
between the two cues sppeared, though not very reliably, i1 iche region of the
"say"-"stsy" boundary, whereas it was clearly absent within the "stay"
category. This suggests, in accordance with the findings of Best et al.
(1981), that the trading relation between silence .duration and F1 onset
frequency is phonetic, rather than auditory, in origin.

The present data ara somewhat weakened by the nonsignificance of the
tr aing relation in the Between condition and in the labeling task. However,
W miat alao conajder that (1) the difference in the secondary cue was rather
small and (2) the stimuli were presented in a discrimination paradigm that may
have facilitated the detection of auditory stimulus differences in the Between
condition, even more 80 as this condition ‘as preceded by the Within
- condition, which required auditory discrimination of similar differences. Any
) phonetic trading relstion between the relevant cues (or, rathér, its manifes-
o tation as superior performance on l-cue triasls) would be weakened by auditory
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‘discrimination beyond the -detection of phonetic differehbes. since auditory

discrimination bestows an advantage on 2-cue trials. - Therefore, the critical

result is the change across conditions .in the relation between .1-cue and Z;cue
! - discriminatién--a change that. was significant in the present experiment.
£ It is conceivable, of course, that an auditory trading relation between
silence duration and F1 onset frequency exists when the silence is short but
not when it is long. The‘mqst plausible form of this hypothesis would be that
; the presence of a silent interval is more difficult to detect when F1 has a
§ DI her onset, but that the perceived duration of longer silent intervals is
| afgected by F1 onset frequency. This hypothesis is consistent with the
% present data, but it seems -unlikely in view of the Best &t al. (1981)
| : findings. Specifically, these authors fourid that sub jects who perceived sine-
L __w@ve analogs of "say"-"stay" stimuli nonphonetically and focused on the
| 7 silence cue were not at all affected by F1(-analog) onset frequency, even when
3

iy

+ the silence durations-were in the short range. ~

L ) In the Best et al. study, it was found that lidteners who followed an
| auditory strategy focused or one cue and/ignored the other. In the present
f Within condition, ‘selective attention to, the silence cue would have resulted
I - in equal scores on 1-cue gnd 2-vue trials, both declining over blocks, whereas
| ‘selective attention to the spectralscuye would have resulted in much better
; performance on 2-cue than on 1-cue trﬁals, with no decline in 2-cue discrimi-
| nation performance over blocks. However, no sub ject exhibited this second
l pattern, and few exhibited the firgt. Thus, the average data (Fig. 1) are
r fairl: . typical of the individudl/ subject; they " are not an artifact of
| averaging over subjects with radically different strategies. It seems likely,
|

F ) th¢n, that the present subjects took both cues into account, even though the
£ practice trials encouraged 3delective attention to the primary cue and
‘ sub jects' reports indicated that they had little awareness of thd (rather

{’ small) difference in the secondary cue. In that case, the higher scores on 2-
~ue than on l1-cue trials simply sh.w that stimuli differing on two dimensions

E a-e easier to discriminate than stimuli differing on one dimension only, which
- is perfectly plausible and consistent with the relative auditory independence
t of the two cues shown by Best et al. (1981). Their finding that subjects paid
| selective attention to one or the other cue was probably due to their
L, - paradigm, an AXB classification_task in which the two cues were perfectly
| correlated in the reference stimuli (A, B). Thus, their sSubjects were
encouraged to select one cue and ignor® the other, redundant one; in fact,
this strategy simplified the subjects' task. The present * discriminat.on
task, on the other hand, while it emphasized the silence cue, encouraged
listeners to pay attention to all possible stimulus differences. The ability
of subjects to make {isé of both cue dimensions in one task is not inconsistent
with their ability to select only one* of them in a different task, since
either strategy may be followed with independent auditory dimensiorns.

It should be noted that the advantage of 2-cue over 1-cue trials in the
Within condition did not increase over blocks (as might be expected if
subjects began to direct their attention to the secondary cue as the
difference in the primary cue got smaller) but remained constant at about 0.3
d', which provides an estimate of the (rather poor) discriminability of the
secondary-cue difference, assuming that the discriminabilities of the two cues
were additive. Another feature of the data worth mentioning is the apparent
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convergen.« of the '-cue and 2-cue 3cores in the la3t block of the Between
condition. Althcugh this effect was not significant, it was quite clearly
exhibited by several 1individual sudjects. Note that the phonetic trading
relation betwsen the cues is expected to disappear not only within the "stay"
category dut also within the "say® category—a suuatlcn approximated by the
t° 1 block of the Between conditioan. *

EXPERIMENT 2: “SAY SHOP®-"SAY CHOP™

The trading relation investigated in this experiment 1nvolved the. same
primary cue as in Experiment !, viz., duration >f silence, but a different
secondary cue-—the duration of tne frfcative noise following rhe silence. The
trading relation between these wo' cues was demonstrated .by Repp et al.
(1978): More s:ilence was needed to turn "say shop" into "say chop® when the
fricative noise was long than when 1t was short,

This trading relation has auch in commson with that of  Experiment 1:
however, it does involve twoe cues varyifg a¥ong the same physie / dimension
{duration), which msakes an aditory interagiion -perhaps mor ikely than

betwsen 2 temporal and a spectral dimension. Fur example, there Eay he~3 -

contrastive effect, such that 3 "long fricativs ~oise dakes the pracéding
silence sound relatively short ior vice versa), whilch wodld lead the
observed trading relation. The present study put this hypothesis to tést,

using the same paradigm as Experiment !, If thare i3 an suditory interaction )

between the two temporai cues, then it should surface regardless of meth,r or
not 3ub jects perceive pnonetic coatrasts.

\

Method .
Sut ects. Ten volunisers particlpated, twec of whom “ad also been

sub jects in Experment . and 3ix of wnom had previously been subjects in
Experiment 3b.

- 3timuii. The stimuil were created on the OVE IIIc synthesizer. Formant
parnet.ers were copled from a spectrogram of "'aaf shop" produced by a male

speaiker (as used in Repp et 2l.. '978). Synthetic stimull were used uscause

it turned out to be difficult to change the duration of & natural fricative
ncése without awdible clicks or ocher discontinuities., The initial 240-msec
"say" portiop was followed Dy a variabie silent intervai, a fricative noise of
variable duratiog, and a 125-msec final periodic portson ("op%) whose first 10
®sec overlapped the last 10 asec of %he fricafive noise, The fricative noise
reached maximum amplituue after 50 asec. Fundamental freaquency rose from 85
to 100 Hz "during che “ay" portion dmd fell from 10C to 90 Hz during the “op”

et o,

The primary cue «as the amount of silence praceding the fricative noise,
In the Batwesen condition, the standard sZimulus nad no aslence at all ("say
shop™}, and the comparison stimuli had 30, 20, and 10 maec, "aspecuvely. on
"different”™ trials in the three test blocks, just as in Experiment !, In the
Within cond!tion, the standard had 40 meec of silence ("say- chop’), and the
comparison vplues were 100, 80, and 5C msec. The ”say shop"-*say chop®
boundary was!expected %o be (n the wvicinity of 20 msec of. silence. The
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secondary cue was the duration of the fricative noise in th~ s_ond syllable.
On 1-cue trisls, its duration was 110 msec, whereas, on 2-cue trials, it was
130 msec, thus biasing perceptinn more towards "say shop." The duration of the
' noise was changed at the syuthesis stage by extend ‘g8 its central steady-state
portion. The stimulus tapes were recorded directly from the synthesizer,
without digitization of stimuli, so- the fricative noise waveforms exhibited
natural random variability across tokens. ; .

Results

The results are shown in Figure 2. The first panel shows that the
average performance level in the Between condition was similar “o that in
Experiment 1 (where the same values of silence nad been employed). with a
similarly striking decline over blocks, F(2,18) = 11.8, P < .001. However,
there-was no difference between 1-cue and 2-:.ue tridls: in other words., the
trading relation did not emerge. o

In the Within condition (second panel of Fig. 2), performance waz
Somewhat lower despite the larger differences in the primary cue. Performance
declined over blocks, F(2,18) = 16.9, p & .001,  In addition, howaver,
accuracy on 2-cue trials was a goud deal betier than on l-cub tri.ls, F(1,9) =
32.3, p < .001. This differencq seemed to increase over blocks, but the Cues
by Blocks interaction did not reach significsnce. There was no significant
effect involving Repetitions. The Joint analysis of the Between and Within
conditior« revealed a significant- Conditions by Cues interaction, F(1,9) -
22:4, | < .,002, which confirued the different effects that adaition of e
seconc: ¢, cue had ‘n the two conditions. ‘

. . L

The labeling results (third panel of Fig. 2), obtained from the same
group of subjects, revealed that the standard was- always heard as "say shop"
and that the phenetic category boundary fell titween 20.2%5 maec, 2+ expectad.’
However, there uas also the expected trading relation, with morc “say chop”
responses to stimuli containing the shorter noise, F(1,9) = 16.9, p ¢ .0V,
Tius, the trading relation was exhibited in labeling but not in Retween
discrimination, '

The reliability of the pattern of results shown in Figure 2 was confirmed
by the results of the author and his cesearch assistgni who took the _est as
pilot subje.ts. Both showed the pattern in especlally clear form: No trading
relation in the Between condition but a large advantage for 2-cue trials in
the Within condition. -

Discussion

, Except for the complete absence of & Lrading relation in the Between
condition, the present data asre quite simiiar to those of Experiment 1,
suggesting that the trading relation betw..n silence ana fricative noize
durations is similar to that between silence duration and F! onaet frequency,
and that both are phonetic in origin. Both, of course, concern the parception
of the same phonetic contrast--stop manner, A+ in Experiment 1, the rritical
finding {s the Conditions by Cues interaction, which reflects the change in
the difrerence between l-cue and 2-cue “risls across comditions, The absencs
of a troding relation in the Bstween condition is probably due Lo listeners®

i
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detection of auditory gifferences in addition to the phonetic contrast, Since
the difference in the asecondary cue mMas more noticeable here than in
Experiment 1 (as suggested by the larger differenc: between '-cue and Z-cue
trials in the Within condition), the res.lting suditorr advantage for 2-cue
trials may hsve completely canceled the acvantage for l-cue triels due 10 the
phonetic trading relatisn in the Between condition.

The difference betwsen the '-cue and Z-cue d' functions in the Within
condition suggests that the discriminability of the secondary cue difference
wes about 0.8 d' at thz outset and increased te 0.9 ¢' in the last bloock,
where discrimination on l-cue trials was at chance. Although this increase
did not reach significance, it does suggest that some sub jects directed their
sttention towards tnc noise duration difference a8 the silenoce duration
difference got smaller. ‘The data also suggest, surprisingly, that the
difference betireen g 1i0-msec and a 130-msec noise was much easier %o detect
than the difference between a 40-msec and a 60-msec silence {MWithin condition,
last block). Since this finding contradicts Weber's Law, it indicates that
silence and ncise dirations are not equivalently represented on the Subjective
temporal dimension. h

An auditory hypothesis compatidle with the present data would be that *?
detection of silence 13 not arfected b, the duration of a following noise
segment, wnlle the perceived durat :n of a lobger allence is increased when
the durstion of the noise 18 increased. The direction of this hypothetical
effect doss not seesm vight, but a2t present thers im nc dirsct svidence against
this hypnthesis. The relevant psychoacoustic experisents remain to be done,

EXFLRIMENT 3: "GOAT™-"COAT"

This study wos concerned with a8 1rading reiation reported by Repp (1979):
When volce onset time (VOT) 13 used as the primary cue tc .ne voicing of an
vttersnce~initizl stop consonani, leas increase in JT 1 nesded to turn 2
viiced 3Lop Inte & volceiesa one when Lhe msplitude of tre aspiration noise
Awhose duration 1S the VOT) 13 redured. This trading rela>ion i1 different in

© Mo important respects from thosc investigated in Experiments | and 2. First,

the tuwo Interacting cuws are both properties of the same signal purtion, viz,,
of the aspiration heigs that precedes yolcing onsast. Second, it appears that
there 13 1o good articuialory rationale for this trading relation. Although

‘the relevant measyrements have not bdDeen done, it seems likely that the
. aplitude of asplration, measused at a fixed distance from Lhe release, would

be about the same in voiced and volceleas stops. It is xrue, of course, that
voiced atcos have a much shorter period of aspiration, and hic necessary
cavaryallioen of aspiration durstiion and UiRe-integrated amplitude may be
sufficient to account for the perceptual trading relation., Still, the
articulatory explanaticn seems less compelling than that for other effects,
were d1fferent rues can be shown to be acoustically diverse consequences of
the sase ‘griiculatory act . {cf. Repp et al., 1978). Moreover, there asre weil-
kriown instances of Lrade-offs between duration and ampli:ude ‘at the auditory
wnreshold ang in judgmenis of loudness fe.g. Garner & Mil.er, 1347, Small,
Brandv, & Cox, 1962). For these reasons, the present tradl g ~eiaiioc. may
well te suditory in origin. If 80, It wa3 predicted ., occur in Ddoth
condloions of Experiment 3; that is,.-performance '+ vxpett2d ts be higner on
T=cue Lhan _n 2-cue tripls in Gotx the Batween snd With.y coanditions.
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Experiment 3 was run twice. The first run (Exp. 3a) was only partiél}y
successful bec: .se the 3timuli in the Between condition turned out to have
aissed the boundary (their VOTs were too long), so that the Between cendition
war effectively another Within condition. Also, the VT differences were
rather ssall, so that the subjects were 'in great trouble. Therefore, a
replication (Exp. 3b) was conducted with shorter VOT values in the Between
condition and larger WOT differences. Results from both runs will be

reported. The lebeling test was administered at the end of Experiment 3b.
A Y - -

Method .

Subjects. Eight' volunteers participated in Experiment 3a. All of them
had previ~wusly been subjects in Experiment 1, There were nine subjects in
Experiment 3b, two of whom had also been in Experiment 3a.

’ . , .

Stimuli. In contrast to the previous stimuli, the present ones were
modified natural speech. A female speaker recoried the words "goat" and
"coat."” They were digitized at 10 kHz, and a VOT continuum was constructed by
first replacing the burst and aspiration portions of "goat" (22 msec) with the
first 22 msec of "coat" and by tien substituting additional equivalent .amounts
of aspiration ncise from "coat"™ (VOT = 66 msec) izr”each successive pitch
period of "goat." For a detailed description of this prnacedure, see the
appendix in Ganong (1980), 4 -

+ Stimuli from this continuum were used in the Between condition only. For
the Within condition, where VOTs longer thah that of the natural "coat" were
required, the stimuli were generated by a different procedure. Note that, in
the method described above, total stimulus duration remains constant as VOT is
increased while the periodic stimulus portion is progressively shortened.
This is standard procedure for VOT continua and probably does not matter when
relatively short VOTs are to be’ discriminated.’ However, when VOT3 are made _
rather long, little is left of the perioaic portion, snd informal observations
have shown that removal of even a single pitch period may become-perceptually
quite salient. That is, subjects may discriminate such stimuli not on the
basis of VOT but on the basis of changes in the duration and intonation of the
"vowel." To prevent this from happening in' the present Within condition, the .
periodic stinm.ius portion was held constant, and VOT-was further increased by
duplicating randomly selected segments of the final portion of the aspiration
noise, where the formant trafisitions presumably were ciose to asymptote.

Thus, the stimuli in the Between(condition had a total duration of 228
msec {VOT plus ; riodic portion), with the periodic portion diminishing as:VOT
increased, whereas the stimuli in the Within condition had a corstant periodic
porticn of 155 msec, and total:duration increased with VOT.® All stimuli
‘included, ‘n addition, a rather powerful final [t] releas= burst of approxi-
mately 112 nsec duration, which was separated from .the end of the periodic
portion by a 133-msec silent closure 1ntervaL{ '

The prima. y cue in this study was, of course, VOT (i.e., the duration of
the apericvdic portion a* stimulus onset). In the Between condition of
Experiment 3b (that of Experiment 3a will not concern us here, since
performance was at chance), the standard rad a VOT of 38 msec (which seems
rather long hut was still keard as "goat"), and the comparison stimuli had
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VOTs of 55, 49, and 44 msec, respectively. In the Within condition of
Experiment 3b, the standard had a VOT of 73 msec ("coat"), and the comparison
stimuli had values of 108, 98, and 85 msec, respectively. In Experiment 3a,
the same standard wds used, but the comparison stimuli had values of 98, 9,
and:85 msec. The uecondary cue was the amplitude of the aperiodic stimulus
portion. On 2-cue trials, it was reduced by 6 dB SPL in the comparison
stimulus, counteracting the longer VOT of that stimulus. This manipulation
was ?erforned on the digitized waveform, using computer instructions.

Results

Within-catefory discrimination of the “"goat"-"cpat” stimuli Proved to be
a difficult task for naive subjects. One problem seemed to be to discover the
dimension on which the stimuli differed. (Recall that the nature of the
- - difference was not revealed in the instructions but had to be detected during
the practice block.) In Experiment 3a, performance ih the first presentation
of the Within condition was close to chance (average d' = 0.31), and there was
no difference between 1-cue and 2-cue i-igls. A similar result .was obtained °
in the Between condition where, because of inappropriately iong VOTs, all but
° one subject heard only "coat" and pert-rmed -at chance level. Th: ‘single
Subject who appeared to be able to make se of phonevic contrasts performed
quite well and had higher szores on i-cue tnan on 2-cue trials. in accord with
the expected trading relation. Prompted by subjects' complaints over the
difficully of ‘the task, the experimentér told ‘them before the repetition of
the Within condition what kind of difference to listen for, and he produca
exaggerated examples of stops with different amounse~qf aspiration to { -
trate the point. This had a’striking effect on (most) subjects' performance.
The results from this final condition of Experiment 3a are presented in the
second panel of Figure 3 (the functions labeled "a"). It can be seen that
‘performance was better on l-cue than on 2-cue trials, F(1,7) = 5.7, p < .05,
This pattern. cohtrasts v}:b that obtained in the - Within conditions of

Experiments ! atﬂ.,?. where phe opposite.difference wss observed. Due tn large
variability, neither the decline in performance across blocks nor the Blocks
by Cues interaction reached significance. ’

T TERTERERTE T

The subjects in Experiment 3b were told right at the outsat to dirsct

their attention to the inftial portion of the stimuli; hnwever, :hey were not

; told the pres¢se nature of the differenca to listen for. Surprisingly, the

: hint did not help. Performance in the first Within conditidn was poor,

despite the increased VOT differences (average d' = 0.23), and there was no

clesr difference between 1-cue and 2 cue trials. Tnsrefore, these data were

again discarded. However, the choiog of VOT values for the Between condition

was more succevsful this time; these results sre shown in the first pamgl of

Figure 3. Sub jects performed at & lsvel camparable to that .n Experimefits !

2 and 2, although the durational differences were somewhat smaller here.

Performence declined over blocks, F(2,16) = 5.6, P ¢ .05. Scores were higher

‘ on 1-cue “than on 2-cue trials, F(1,8) = &5, p ¢ .01, which rkflects the
expected trading relation. ’

ihe results of the repetition of the Within condition are shown in th-

- second panel 6T figure 3 (labeled "b").' These subjeots, t00, were told w.at
ot difference to listen for before they 'repeated the Within condition., However,
their perfomgnce improved less than that of the subjects in Experiment 3a.
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Although tatter thsn chance, on the average, scores were low -and highly
variable. JNeither the Dlocks effect nor the Cues effect was significant;
note, however, a tendency for l-cue disorimination to be higher than 2-cue
discrimingtion. * This tendency 1s supported not only by the results of
Experiment 3a but also by the data cf a research aasistant who served as &
pilot asubject and showed 'a striking advantage for 1-cue trials in both
conditions. The Cuf: by Conditions interaction was nonsignificent.

4 The third panel of Figure 3 shows labeling data deriving from six of the
\gbjeci:s‘plus the resesarch assistant. (Three subjects had alresdy peen tested
bsfore iy was decided tn add the labeling tcest.) These dats confirm that the -
standard stimulus (VOT = 38 msec) was perceived as "goat," and they also show
the expecied trading relstion, although it fell short of significance, F(1,6)
- = 5.5p< .9,

Discussion
The resulzs of this eiveriment are stronger in terms of what they do not
show than in shat tiey do show. The mcat signitidant finding is the atsence
of an adventage for Z-cue trials in the Within condition. The data suggest
trat, on the ocuntrary, thers was an advantage for l-cue trials in both the
within® and Setwesn ccaditions. This pattern of .esults is the one expected
for o trading relstion of psychoacoustic origin. The interaction between
; aspiralion noise duraticr and asnlitude may be similar to other kinds of
\auditorv time-intensity trade-nffs.

EASE MENT 4i: "CHOP"-"SHGP"

Tne tradfag relstisn stutled Ja this lasi exveriment has been known for a
lorg tima: -it concerns fricative ncise dureticn and rise~time (i.e., the time
from ncise onset Lo the point °f maxim'm soplitude’ as Joint cues to the
fricative-affricate distirction. Gersnumsr {(1957) showed that, to turn an
utterance-initial [§] into a [tf), tre roise duration needs tc be shortened
sore if {.s rise-time 15 slow; or, converssiy, its rise~-time must be shortered
more if nolse duration is long. Gerstasn excluded the rise~tire portion from
his asasure of noise Zuration, ihus confounding totml noise duration with the
rize-tigze “srisble. Yun Heuver (1979) rooenily reanalyzed Gerstman's data and
found tha' totel nuise dursiion sccounted f(r nearly all the variance; rise-
time made only & small contribution te perception. Stili. it can hardly bde
doubted that meplitude rize-iime has 2080 cue value for the fricative-
affricate distir. tion. Although some relevant studies, have ccriounded rise-
Lime with mplitude &t onsel. which ilself =may be an important cue (e.g.,
Dorsan, Raplael, & Liberman, 1979: f£ip. 5}, others have shown rise-time
proper Lo be 2 sufficient cue (5.4.. Cutting & Kosner, 1974%; Roden & Howell,
981, Thus, it amcas iikely that cize-time Can be traded Jsainst nolse
duration, at least #ithin certain Iimsits,

Like the trading reistion investigated in Experiment 3, that belween the
present iwa cues engagez twe properiies of the save signal portion. It is
possibie that these properiles interact ot *ne suditory level i3 determine the
perceived durziion of the noise, or (o8s8ibly {3 Jurzsived abruptness of
orazt. Mowever, Yhe prezent trading rolabion, smiike . Lhat- of—Liperiment 3,
2130 has 3 goud articuistory ewplanaticn: Naturglly proaduced fricatives and
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affricates differ in both noise duration and rise-time. Experiment U was
expected 20 shed 1ight on the origin of this trading relation.

) Ezpnrinonf 4 actually consisted of two experiments, ideriical except for
thé stimuli. In Experiment 4a, the full "chop"~"shop" stimuli were used. In
Experiment 4b, only the fricative noise portions were presented. This second
experiment was intended to serve as a kind of nonspeech control for the first,
since informal observaiions had suggested that the isolated fricative noises
did not invite phonetis categorization as "sh" or "oh," or in any .ase were
more difficult to label than the full stimuli. It was expected that whdtever
phonetic effects might be present in the Between condition of Experiment HUa
would be absent in the corresponding condition of Experiment Ub.

Method

Subjeots. Nine volunteers participated, five cf whom had also been
subjects in earlier experiments. All subjects took Experiment Us first, then
Experiment 4u on a separaie day. )

Stimuli.' The stimuli were created on the OVE IIlc synthesizer; they were
derived {rom the second hslves of the stimull of Experiment 2. The choice of
cue values for the Between condition was guided by Gerstman's (1957). data.
The primsry cue was fricstive noise durstion. In the Between condition, the
duration was 70 msec for the standard (intended to be heard as "chop") and
100, 99, and 80 msec, respectively, for. the comparison stimuli. In the Within
condition, tne standard had @8 140-msec noise ("shop"}, - and the comparison
values were 200, 180, and 16013«:.‘ The secondary cue was the rise-time of
the noise. On l-cue trials, it was 0 msea; on 2-cue triasls, it was reduced
to 30 msec (favoring "chop® percepts). In each case, the smplitude rise was
linear and onset mmplitude was set &t the ainimum value possible ir. synthesis;
ampl ftude parasmeter values for the two different rise-times L.gan to diverge
after the initial 5 msec. The accuracy of the rise-times was verified by
digitizing and displaying the waveforms of the stimuli. Stimulus tapes were
recorded diwectly from the synthesizer to avoid artifacts due to "frozen"
noise waveforas,

Results - '

The results of Expuriment 4a are the functions.iabeled "a" in Figure 4.
Performance in the Between condition was again comparable to tuat in previous
experiments; the dacline over blocks was significant, F(2,16) = 13.0, p <
.001. However, there was rc difference between l-cue and 2-cue trials. A
slight avantage for l-cue triafs at the outset changed to a slight asdvantage
for 2-cue trials in the lsst block, but the Blocks by Cues interaction was not

Surprisingly, the results of the Within condition were remfrkably similar
to those of the Between condition. There was no significant effect involving
the Repetitions factor. Performance declined over blocks, F(2,16) = 26.5, p *
.001, and an wsdvantage for 2-cue trials emerged in the second